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INTRODUCTION 
Traffic nowadays tends to increase in every corner of the 
world, and with-it different driving approaches appear. The 
motivation for automatic estimation of driving behaviour 
comes from different directions as it may serve to find 
aggressive drivers or, in our context, offer better insight 
into the available drivers. Driving behaviour classification 
can bring benefits more than preventing finding an 
aggressive driver, but also it may satisfy the user's needs as 
there may be clients who would want, for several reasons, 
to take an aggressive/fast driver instead of a slow one. 
Another motivation for such a system is that ride-sharing 
applications and systems became more popular and used 
often but this module can be used also for taxi drivers or 
any driver who have an android device. 

This paper presents a driving behaviour estimator module 
designed and build for a custom driver's management 
system. The aim of the driving management system is a ride 
sharing application which is composed by two android 
applications and one server-side application each of them 
with a clear scope. The android applications are one for the 
client and one for the driver allowing the client to ask for a 
ride from his/her place to a specific destination and the 
driver allows to navigate and to bring, compute the cost of 
the ride along with other regular functionalities and two 
more specific functionalities: the first one allows for data 
collection and the second one allows driving behaviour 
estimation. The driving behaviour estimation is done 
offline, on the driver application thanks to the tflite model 
which is integrated into the application so there is no need 
to have an active internet connection when the classification 
is performed. Based on the deep learning models used, it is 
enough to drive more than 10 seconds to have a driving 
behaviour estimation and as the driver drives longer the 
estimation becomes more robust. The second feature 
integrated into the driver which is relevant for this paper is 
the data collection module which creates a labelled .csv 
(Comma separated value) file. This file can be used for 
training or model improvement so we can continuously 
improve the models as we collect more and more data.  

The driver behaviour estimation module is based on deep 
learning techniques and was built using TensorFlow. The 
motivation for choosing TensorFlow as framework for this 
module comes from its flexibility on building models and 
also the possibility of exporting the model for using in other 
applications, like tflite for android which decouples the 
python module used for training and model optimization 
from the driver's application which was built in java. 

The system was built with the aim to have a high usability 
and to work in many driving conditions as long as a android 
device is inside the car and the application is running. In 
order to build the dataset used for this system we also used 
an android device and found some things that needs to be 
considered when collecting data or estimating the driving 
behaviour. The first thing is that the device needs to be in a 
fixed place, putting it on the car's board, chair or places that 
allows it to move may alter the results because of part of the 
force applied to the device would be absorbed by the 
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movement. The same rule applies to the driver's device used 
for driving behaviour estimation as it needs to be in a fixed 
position in any place in the car including windshield 
mounts. 

In order to build a system which would adapt in many 
situations the application will use the data collected only 
from gyroscope and accelerometer built into the device. 
Another sensor that could have been implemented would be 
the speed from the GPS module but that may not be that 
relevant as the maximum speed is constant in cities and 
there may be calm drivers which would drive at maximum 
legal speed and aggressive drivers which would also 
comply to the driving rules but the difference would come 
from the way they accelerate or hit the brake pedal or how 
they manage to turn the vehicle or change the lanes. 
Aggressive driving can be performed at different speeds 
and does not necessarily depend on how fast you drive. 
Another motivation for not including the speed into the 
dataset is that we need to make a generic system which will 
provide relevant results in different cities or countries and 
the maximum speed allowed may differ depending on the 
rules and laws specific from that country. 

RELATED WORK 
There are many research directions which were explored 
previous to building the system and writing this paper. The 
first direction was regarding the datasets used for predicting 
the driving behaviour and in this area, there are plenty off 
approaches and papers but most of them have a different 
approach or drawbacks. 

One interesting paper [1] uses machine learning for driving 
risk prediction and they used a variety of attributes for 
driving behaviour analysis. Through in-depth analysis of 
driving behaviour data, the authors use machine learning 
methods to analyze and predict driving risk, more exactly 
SVM [2], neural networks and random forest [3]. Their 
experiments shows that it is necessary to take detailed 
analysis into consideration and their dataset is not public so 
only the knowledge and methods presented in the paper are 
valuable lacking reproducibility or the possibility to 
integrate in a bigger system. 

Another paper [4] which presents an approach for 
predicting the driving behaviour but uses a more social 
approach combined with machine learning techniques 
shows how personality, age, and power of car can influence 
an aggressive driving behaviour. In the study, a total of 154 
male motorists completed two subscales of the 
Hypermasculinity Inventory as a measure of macho 
personality and self-reports of aggressive driving behaviour 
based on the Driver Behaviour Questionnaire [5]. They also 
provided information about their age, annual mileage, 
horsepower of their car, and features that had guided their 
choice of a car. A multiple regression analysis showed that 
each of the predictors was significantly related to 
aggressive driving. Their approach was relevant for finding 
aggressive driver based on their data and differs than ours 

which finds their driving style while driving. For a ride-
sharing application their approach may work or not, 
depending on the context and we should also take into 
consideration that a driving style may change over time. 

A driver performance model based on machine learning 
was published in 2018 [6] and the authors present an 
approach for building a novel driver performance model, 
which is unique for every driver. Their driver is modelled 
using machine learning algorithms, namely artificial neural 
network and adaptive neuro-fuzzy inference system. Each 
model is trained and validated with the data collected 
during the real-time driver-in-the-loop experiment on a 
vehicle simulator for each driver separately. This approach 
of using vehicle simulators bring consistency in results but 
may have drawbacks compared to real world driving. In 
their study, 18 participants contributed to the experiment. 
Although the prediction accuracy of the models depends on 
the algorithm specifications, the artificial neural network 
was slightly more accurate in driver performance prediction 
comparing to the adaptive neuro-fuzzy inference system.  

Another newer paper [7] explores spatio-temporal attributes 
and their impact on predicting taxi drivers' risky and 
aggressive driving behaviour. Their study aimed to 
comprehensively investigate different traffic violations 
using spatial analysis and machine learning methods in the 
city of Luzhou, China. Results revealed that over-speeding 
was the most prevalent violation type observed in the study 
area. Frequency-based nearest neighbourhood cluster 
methods in Arc map Geographic Information System (GIS) 
were used to develop hotspot maps for different violation 
types that are vital for prioritizing and conducting treatment 
alternatives efficiently. Finally, different machine learning 
(ML) methods, including decision tree, AdaBoost with a 
base estimator decision tree, and stack model, were 
employed to predict and classify each violation type. The 
proposed methods were compared based on different 
evaluation metrics like accuracy, F-1 measure, specificity, 
and log loss. Prediction results demonstrated the adequacy 
and robustness of proposed machine learning (ML) 
methods. 

An interesting method for creating a dataset is presented in 
paper [8] which addresses the problem of Collecting and 
Processing a Self-Driving Dataset. In their paper, they 
provide a guideline going through all the steps from 
configuring the hardware setup to obtaining a clean dataset. 
They describe the data collection scenario design, the 
hardware and software employed in the process, the 
challenges that must be considered, data filtering and 
validation stage. In their belief, having a clean and efficient 
process of collecting a small but meaningful dataset has the 
potential to improve benchmarking autonomous driving 
solutions, capturing local environment particularities. 

A paper that describes a dataset is also [9] which classifies 
driving behaviours into five dimensions, which are 
speeding, improper overtaking, mobile phone use while 
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driving, tail-gating and disobeying traffic lights. They 
perform a quantitative study with a sample size of 160 
drivers consisting of residents in a suburban of Selangor, 
Malaysia. A stratified random sampling method was 
adopted to identify the respondents. Data analysis was 
presented in the form of descriptive statistics and tables. 
The findings show that most respondents agreed that they 
have driving behaviours that involve improper overtaking, 
tail-gating and disobeying traffic lights. 

SYSTEM DESIGN 
In order to understand the driving behaviour estimation, we 
need to take a closer look at the whole system, which is 
composed of different components that leads to the whole 
ride-sharing system. 

 

Figure 1. High-level system overview 

Figure 1 presents the components of the system, which 
integrates the driving behaviour component. The whole 
system is composed of a web application, the server 
module, two mobile applications (one for the client and one 
for the driver, two databases, one in the cloud and one in for 
the mobile application and the driving behaviour module, 
which is used for model training and prediction. 

 

Figure 2. The driving behaviour estimation system 

Figure 2 presents the overview for the driving behaviour 
dataset, and based on this image, everything starts from the 
dataset, which was initially collected having three classes: 
slow, normal and aggressive and then based on the 
experiments performed, we merged slow and normal and 
obtained a new dataset with two classes which are offering 
better accuracy. In order to explore which is the best model, 
we trained three different models: LSTM [10], ConvLSTM 
[11] and CNN-LSTM [12] and evaluated them using a 
different dataset which was collected on a different route. 
The results obtained using this approach can be seen in the 
experimental results section. 

The motivation for choosing LSTM and other LSTM 
derivations comes from the fact that one single event may 
not be relevant for a driving style; more exactly, it can be a 
strong brake or maybe the driver hits an asphalt pothole 
which leads to considerable accelerometers value but then 
everything goes to normal. Using an LSTM implies a 
succession of steps taken into consideration and a 
timeframe which is used for classification so the results 
offered by such a system may be more robust and reliable. 
Of course, there are plenty of machine learning or deep 
learning methods that can be used to predict driving 
behaviour, but we need to take into consideration that when 
driving, there are many events that may happen and would 
make the driver change his driving style for s short period 
of time like passing an obstacle which appears on the road 
or drive on a clogged road where even the most aggressive 
driver can not have a driving style different than slow. 
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Figure 3. Driver's mobile application architecture 

 

Figure 3 presents the driver's mobile application 
architecture, which explains how the driving behaviour 
system works; this figure goes to an overview of the whole 
application, not only the classification system. On the 
mobile phone is a data collection service which uses the 
sensors and stores the observations; based on the stored 
observations, a sequence can be made for further 
classification. 

The dataset used in the application consists of 8 features: 

• 3 for acceleration on each axis (X, Y and Z in 
meters per second squared) 

• 3 for rotation (X, Y, Z axis in degrees per second 
(°/s)) 

• Classification label (SLOW, NORMAL, 
AGGRESSIVE) 

• Timestamp 

The data was collected in samples (2 samples per second), 
the gravitational acceleration was removed, and only two 
main sensors were used: Accelerometer and Gyroscope. 

RESULTS 
Before presenting the actual results of the driving behaviour 
system, we need to show the dataset used for training and 
then for validating the results. The dataset is public and 
available on Kaggle1 for downloading and contribution with 

 
1 Driving behaviour dataset: 

 https://www.kaggle.com/datasets/outofskills/driving-
behavior 

notebooks. The whole system is available on GitHub, along 
with the application used for creating the dataset2. 

 

Figure 4. Dataset sample 

Figure 4 represents a sample of 19 instances from the 
dataset, along with the features names. There are two 
datasets available on Kaggle: one for training and one for 
testing. However, despite the fact that they are different and 
collected on different routes, each can be used for training, 
or we can even combine them into a larger one. Still, in this 
case, the results may be biased. 

The results are divided into two sets: one using three classes 
and one using two types (slow and regular merged). The 
timestamp is used for logging purposes and helps us with 
the training process because we need to define timeframes 
when training the algorithms, as most are based on LSTM 
networks. 

Results for three classes 
Each set of results is divided into three approaches which 
use different deep learning algorithms.  

 
2 Driver’s app:  

https://github.com/OutofSkills/AndroidDriverApp 
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Figure 5. LSTM network configuration for 3 classes 

Figure 5 presents the LSTM network structure used to 
achieve the results presented in the table below (table 1).  

  
Window size  Timeframe covered 

 (½ * window size)  
Accuracy  

16 instances 8 sec 40.32%  

12 instances  6 sec  54.88%  

8 instances   4 sec  42.28%  

6 instances  3 sec  40.85%  

Table 1. Results for LSTM with 3 classes 

The first table (Table 1) presents the results obtained using 
a standard LSTM network with a variation of 16,12, 8 and 2 
instances, along with the timeframe covered and the 
obtained accuracy. In this case, the optimum timeframe for 
computing the driving style is 6 sec, which offers 54.88% 
accuracy. 

 

Figure 6. ConvLSTM structure 

Figure 6 presents the structure of the ConvLSTM network 
used for obtaining the results presented in table 2. 

Window size  Timeframe covered 
 (½ * window size)  

Accuracy  

18 instances 9 sec 59.26% 

16 instances  8 sec  58.06% 

8 instances   4 sec  51.16% 

Table 2. Results for ConvLSTM with 3 classes 

The next set of results is presented in Table 2, which shows 
the results for 9,8 and four seconds. We can observe a 
performance increase over the previous LSTM approach; in 
this case, the best accuracy was correlated with the biggest 
timeframe. We couldn't evaluate for timeframes longer 
because of the dataset dimension. 

 

Figure 7. CNN-LSTM network structure 

The last explored model is presented in Figure 7, and its 
results are presented in the table below. This approach is 
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the most reliable model being quite independent of the 
window size.  

 

Window size  Timeframe covered 
 (½ * window size)  

Accuracy  

16 instances 8 sec 48.39% 

12 instances  6 sec  48.78% 

8 instances   4 sec  50.0% 

6 instances  3 sec  51.22% 

Table 3. Results for CNN-LSTM with 3 classes 

The last set of results (Table 3) obtained for the three 
classes approach is the CNN-LSTM network, which offers 
consistent results for all the timeframes covered. Even 
though CNN-LSTM is a very consistent approach, we can 
see that it is best to be used with small timeframes. 

Results obtained for two classes 
In order to obtain better results and obtain a better 
prediction, we explored the possibility of merging class 
slow with class normal and trying to find the aggressive 
drivers. To do this, we run the same configuration of 
classifiers but on the modified dataset. 

Window size  Timeframe covered 
 (½ * window size)  

Accuracy  

16 instances 8 sec 80.37% 

12 instances  6 sec  82.15% 

8 instances   4 sec  75.91% 

6 instances  3 sec  63.80% 

Table 4. Results for LSTM with 2 classes 

Table 4 presents the results obtained using the same LSTM 
network used in Table 1 but with those two classes merged. 
The best accuracy is obtained still using 12 instances, but 
for each window size, we get increased accuracy. 

 

Window size  Timeframe covered 
 (½ * window size)  

Accuracy  

18 instances 9 sec 81.48% 

16 instances  8 sec  85.37% 

8 instances   4 sec  83.87% 

6 instances   3 sec  67.86% 

Table 5. Results for ConvLSTM with 2 classes 

Table 5 presents the results obtained using ConvLSTM but 
considering 2 classes; we can observe an increase in 
accuracy over the results presented in Table 2. In this case, 
even going as low as 6 instances, we get better accuracy 
than using 3 classes. 

 

Window size  Timeframe covered 
 (½ * window size)  

Accuracy  

16 instances 8 sec 87.10% 

12 instances  6 sec  91.94% 

8 instances   4 sec  83.70% 

6 instances  3 sec  74.86% 

Table 6. Results for CNN-LSTM with 2 classes 

Table 6 presents the results obtained for CNN-LSTM but 
with merged datasets. Table 6 is the correspondent for 
Table 3, and the accuracy differences are significant, 
offering superior accuracy and the best performance for 
predicting driving behaviour. The best window size, in this 
case, is composed of 12 instances which correspond to 6 
seconds of logged data. 

CONCLUSION 
This paper presented a driving behaviour estimation using 
deep learning techniques and a custom-built dataset. For 
better usability and usefulness, the system was integrated 
into a ride-sharing application so the customers would 
know in advance more details about the driver.  

The experiments revealed that a better accuracy could be 
obtained when using two classes rather than three classes, 
and using CNN-LSTM we can get the best results for two 
classes while ConvLSTM offers the best results for three 
classes. In any case, the two variations of LSTM (Conv and 
CNN) explored in the experiments outperformed the 
classical LSTM network. 
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