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ABSTRACT

Chat Generative Pre-trained Transformer (ChatGPT) is a large 
language model-based chatbot that can interact with people 
and hold interesting and interactive conversations. Individu-
als have the ability to engage in dialogues with the model by 
submitting input sentences or prompts of their choosing. Over 
the past months, ChatGPT has been continuously growing in 
popularity, reaching over one million users in a matter of days 
and surpassing the one billion visits in less than 5 months. It 
is clear that ChatGPT has become an important aid for nu-
merous people, as there are various tasks it is used into, such 
as generation, question answering, rewriting or simple chat-
ting. Such tasks are represented by certain instructions that 
are encapsulated in the user input sent to the model. Having 
access to the most common types of user’s instructions could 
help Machine Learning engineers improve current datasets 
and models and adapt them to better suit human needs. How-
ever, obtaining a large amount of annotated data is expensive 
and time-consuming. In order to address the aforementioned 
issues, we investigate the usage of semi-supervised learning 
techniques. In this paper we describe the creation process of 
a new multi-label classification dataset for instruction clas-
sification in ChatGPT using user-shared conversations and 
employ various semi-supervised learning approaches in order 
to boost our model’s performances. The unlabeled data used 
for semi-supervised learning methods is extracted from the 
same source as our labeled dataset. This approach increased 
the weighted F1 score of the model by 3.5%.
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INTRODUCTION

The user’s interactions with ChatGPT is composed of a dia-
logue with alternative replies on each side. Users provide an 
input, typically containing instructions to guide the model in 
assisting them with their task, for example "Could you please 
help me rewrite the following paragraph in a more formal 
tone?". In this paper, we will use user input, instruction, and 
prompt interchangeably, referring to the sentence sent by the 
user.

Being able to classify the instructions provides an opening to
many opportunities, such as improving current models and
state-of-the-art Machine Learning training and deploying tech-
niques.

To accomplish this objective, our initial steps involve data
extraction and labeling to create a dataset, followed by the
training of a baseline model. Subsequently, we enhance its
performance through the application of contemporary semi-
supervised learning techniques.

In the subsequent sections, we explore deeper into each com-
ponent introduced earlier.

Benefits

The extensive utilization of the Generative Pretrained Trans-
former (GPT) [24] model has created large amounts of data
that could be explored in order to further improve the devel-
opment of the generative models, by understanding which are
the most common requirements of the average users. This may
improve the quality of the data given to the generative model
during training, as it would reveal the actual distribution of
tasks commanded by the users. Hence, the developers of the
model could in term focus on providing more and with an
increased quality examples in that specific category.

Additionally, this could benefit the Text-to-Text models de-
scribed by Raffel et al. [22], as we could add the same prefix
for the input as the one utilized in training or fine-tuning,
which should increase the quality of the model output.

In addition to that, there is an increased trend in fine-tuning
large language models for specific tasks, without altering many
of their parameters through prompt tuning, as presented by
Lester et al. [23]. Given that we can correctly identify the
type of instruction sent by the user, we can forward the input
to the model trained on the downstream specific task, hence
achieving an enhanced performance.

We would like to build a text classifier that could label the
prompts sent by the users to ChatGPT in order to be able to
have a broader image of the actual distribution of the categories
in real-world data. Therefore, this could be a starting point for
improving the ChatGPT training data.

Understanding the type of interaction users have had with GPT
models, such as ChatGPT, is very important to understand
how people use this new and very powerful technology. As
far as we know, this is one of the first papers that proposes to
better understand a large dataset of shared interactions (called

Proceedings of RoCHI 2023

55



instructions) users have had with the ChatGPT model in the
first months since its release. This study should also be very
informative in training InstructGPT-like models [1] such as
ChatGPT to better align with user needs.

Moreover, we are interested in understanding the semisuper-
vised learning improvements that may be obtained following
different modern approaches to the problem and the impact of
the selection of the hyperparameters and augmentation data
on the performance of each method. We aim to discover how
reliant and reusable the methods are and how much depend on
the specific task or model employed in the classification.

Approach

Given the benefits mentioned above, we strive to create a
new dataset based on real world data. However, manually
annotating an enormous amount of data is hardly achievable
due to time and cost limitations.

To overcome this limitation, we created a new dataset con-
taining 502 labeled entries, divided into 64%: 16%: 20%
between training, validation and test. In order to fully exploit
the data sources, we augmented 40000 prompts given by the
users utilizing two major augmentation techniques with differ-
ent variations. The prompts were extracted from real-world
conversations among users and ChatGPT shared across the
Internet through ShareGPT, a Google Chrome extension.

We employed a BERT-base model for our newly created
dataset which obtained respectable results given the low
amounts of labeled entries in the given dataset, achieving
0.535 accuracy and 0.624 weighted F1-score.

We further increased the performance of the model utilizing a
similar setup in terms of architecture and supervised learning
parameters while employing numerous variations of semi-
supervised learning methods, more specifically FixMatch, in
order to determine which one best suits our model and how
stable they are in comparison to slight variations of their hy-
perparameters.

The best model obtained with semi-supervised learning has
shown an increase in the weighted F1 score by 3.5% and in
accuracy by 8%, utilizing FixMatch with Backtranslation for
strongly augmented prompts and Easy Data Augmentation for
softly augmented ones.

RELATED WORK

Training of GPT models for instruction inputs

ChatGPT is used as an assistant, therefore, most of the human
input given to it is represented by instructions. An important
aspect of the performance of the model, especially what trans-
forms them into a human usable resource, is the quality of the
training data.

Ouyang et al. [1] present a list of categories used for GPT
models during training, created from ideas generated by the
labelers.

As presented in Table 1, there were 10 classes used for classifi-
cation and for each category an example is attached to describe
the idea of that particular class.

The table 2 presents the class distribution used to train genera-
tive models.

In our use case, these classes represented the backbone of our
labeling. We started with them and added a few others while
removing the ones that appeared less frequently.

One main disadvantage of the approach presented in the paper
is that only a small portion of the training data was obtained
directly from customers, whereas most of it is generated by
the persons labeling the data, which introduces a high bias in
the dataset. One thing that we observed is that the distribution
of classes presented in Table 2 was different from the ones
presented in the paper, but this aspect might be a result of
labeling fewer examples.

In this dataset, a high number of instructions were generative
ones. While in our research generative instructions were the
highest class as well, the question-answering and brainstorm-
ing classes represent more than in the paper discussed. This
observation proves that the data obtained from real-world sit-
uations is different from the one imagined for training, thus
proving the necessity of automating the labeling process.

FixText

FixText [3] is an extension of FixMatch [2] which operates
only on textual data.

While the overall behavior is similar, as pseudo-labels created
by a pre-trained model on labeled data and consistency regular-
ization which attempts to guide the model to predict the same
classes for softly augmented and strongly augmented inputs
are utilized to boost the model performance, the augmentation
techniques are different.

These new pseudo-labeled examples create a new loss that is
added to the one computed on the labeled examples:

ł = ls +lu ⇤ lu (1)

With ls being the loss computed over the labeled data, lu is the
loss computed between soft labels and strongly enhanced text
and lu is a weighting parameter that controls the importance
of the unlabeled loss in the training of the model.

ls is the average loss computed over a batch of examples:

łs =
1
B
⇤

B

Â
i=1

J(li,M(exi)) (2)

Where B is the batch size, J is the loss function and M(ex_i) is
the model prediction for prompt ex_i.

lu is the average loss computed over a batch of examples
containing both labeled and unlabeled data:

łs =
1

n ⇤B
⇤

B

Â
i=1

J(psl,M(augs)) (3)

Where B is the batch size, n is the ratio of labeled and un-
labeled examples, as we want the average over unlabeled
examples, J is the loss function, psl are pseudo-labels created
by the model and M(aug_s) is the model prediction for the
augmented prompt aug_s.
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Table 1. Examples for described categories, extracted from Ouyang et al. [1]

Category Example
Generation Write a high school essay on these topics {topics}
Summarize {news article} Tl;dr:

Rewrite Rewrite the following text to be more light-hearted: {very formal text}
Chat Hello, who are you? I’m feeling kind of down today.

Extraction Extract all place names from the article below: {news article}
Classification {java code} What language is the code above written in?
Brainstorming List five ideas for how to regain enthusiasm for my career

Open QA Who built the statue of liberty?
Closed QA Tell me how hydrogen and helium are different, using the following facts: {facts}

Other Look up "cowboy" on Google and give me the results.

Table 2. Distribution of the dataset from Ouyang et al. [1]

Use-case Percentage
Generation 45.6%
Open QA 12.4%

Brainstorming 11.2%
Chat 8.4%

Rewrite 6.6%
Summarization 4.2%
Classification 3.5%

Other 3.5%
Closed QA 2.6%

Extract 1.9%

It is worth mentioning that augmenting textual data is slightly
different than augmenting images, as more complex operations
need to be realized to achieve a similar meaning among the
sentences, whereas for images slight changes in rotation, trans-
lation, and color may be directly applied without the necessity
of meaning.

In Sirbu et al. [3], for FixText data augmentation, EDA, in-
troduced by Wei, Jason, and Zou [12] and Backtranslation,
studied more profoundly by Edunov et al. [13] were utilized.
We will detail them in the next section.

As presented in Sirbu et al. [3], FixText generated an important
improvement in the baseline model’s performance, while in
low data regimes:

As it can be observed from Table 3, the overall F1 score
has increased for both approaches while in low data regimes,
with significantly better results while utilizing fewer examples
per class. An important difference among the augmentation
techniques can be observed in the 250 examples per class
experiment, whereas the difference is much lower when using
more examples.

It is important to mention that this study was made on an offi-
cial dataset and the labeled examples were chosen randomly
from it. The additional unlabeled data was extracted directly
from Twitter, while in our use case, both labeled and unlabeled
data were extracted from the same source, at the same time
(CrisysMMD dataset is slightly older than the moment data
was extracted for augmentation). Hence, our process is closer
to a real-world situation where a classifier would need to be
created.

PROPOSED WORK

Dataset

We decided to build a classifier for instructions given to Chat-
GPT but human users. However, no labeled dataset was avail-
able online, therefore we were required to label a dataset from
scratch.

We concluded that it is best to have a multi-label dataset to
cover possible correlations among the labels since prompts
usually contained more instructions or required the model to
fulfill more than one type of action to complete the task.

Finally, 8 classes were chosen during the labeling process. We
provide the following list with a brief explanation for every
category.

• Generation Coding - Requires the model to create code that
solves a given problem or generates a sequence related to
coding (as a bash script) that would automate a process.

• Generation - Asks the model to compose a text about/about
a topic, to continue a story or a reply in a given context.

• Open Question Answering (QA) - Answer to an open-ended
question which requires knowledge from different domains

• Chat - Conversational, sometimes funny or very philosophi-
cal questions (which do not have a correct answer).

• Brainstorming - Requires the model to generate ideas, in-
volves creativity - is not a fact/ground truth, requires some
interpretation and imagination.

• Rewrite - Ask the model to Write something differently,
to rephrase or translate a given paragraph. It also involves
rewriting sequences of code.

• Open QA Coding - Answer an open-ended question regard-
ing coding or computer science concepts.

• Other - Any other type of prompt (e.g., extraction, summa-
rize, classification, closed QA).

In Figure 1 we present the distribution of data across our data
set, counting the occurrence of each class in every example,
even if the given prompt was labeled with multiple categories.

We believe this method illustrates better how often each class
appears in our dataset, instead of pointing out each combina-
tion of labels present in our data.
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Table 3. FixText and FixMatch improvements on CrisysMMD as shown in Sirbu et al. [3]

250/CLASS 500/CLASS
MODEL P R F1 P R F1

MMBT(supervised) 0.666 0.667 0.666 0.713 0.704 0.705
FixMatchLSimg+eda 0.701 0.702 0.701 0.759 0.756 0.756
FixMatchLSimg+bt 0.744 0.742 0.743 0.772 0.759 0.760

Figure 1. Data distribution across classes

As can be seen from Figure 1 which illustrates the distribution
of data, generation tasks take up most of the instructions, as ex-
pected since GPTs are generative models, however, numerous
instructions require the model to answer questions or generate
ideas that involve brainstorming.

It is interesting to notice that the data is more evenly distributed
than in the analysis of Ouyang et al. [1] that inspired the
classes we used in the labeling process. However, we must
acknowledge that one reason for this behavior is breaking the
Generation and Open QA classes into two, depending if they
did or did not involve coding activities.

Moreover, coding was present in an important amount of
prompts given by the users. Our hypothesis for this obser-
vation is that ChatGPT is used especially by users with expe-
rience in Computer Science and IT domains, thus resulting
in prompts related to those two fields. Additionally, we ex-
pect users in the two domains the more openly share their
conversations with the generative models, compared to other
users.

Data augmentation

Easy Data Augmentation
We employed the code shared by Wei, Jason, and Zou [12],
the creators of Easy Data Augmentation 1.

It applies the 4 techniques described in the State of the Art
section and provides several results with each of the method,
as shown in Table 4. We decided to keep 5 alternatives for each
of our prompts and randomly select from them during training
(depending on the approach that will be further described).

We generally utilized the chance of augmentation of 10% for
each operation for strongly augmented methods and 10% for
1htt ps : //github.com/ jasonwei20/edanl p/blob/master/code/eda.py,
last accessed on 5th July 2023

applying only the first method (synonym replacement) for
softly augmented text. We decided to only use the synonym
replacement because the meaning of the text was better pre-
served.

Backtranslation
For backtranslation, we employed two pairs of models that
translated a language into another one. Each pair was a variant
of "Helsinki-NLP/opus-mt-<language_1>-<language_2>".

We decided to employ the French and Russian middle lan-
guages because they were the most utilized models and the
languages have numerous speakers worldwide as shown in
Table 5.

Models utilized

Baseline model
For our Baseline model, we decided to employ a BERT-cased
(base), to capture different capital letters that could produce
meaning within a question asked or a prompt requiring a gen-
erative action. We decided to use BERT because is a versatile
model, however, any other model such as RoBERTa or AL-
BERT could replace it just by changing a few lines of code.
The model’s result consisted of the reference for our other
experiments.

Semi-supervised learning
For our semi-supervised learning techniques, we used the same
model as the baseline one, while adding the loss obtained by
the pseudo-labeled prompts.

We compute the loss for the unlabeled examples by observing
the difference in the model’s prediction for strong augmented
data and the pseudo-labels created on soft augmented data.
Finally, the loss is propagated back through the model, after
scaling it with a factor linear to the epochs.
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Table 4. Example extracted from our dataset to illustrate how EDA process takes place

Operation Text
Original can you also expound a little on the introductory paragraph at the beginning

of the blog?
SR can you also expound a little on the prefatorial paragraph at the beginning

of the blog
RI can you also expound a little on the introductory paragraph at the beginning

of web log the blog
RS can you also expound a little on the beginning paragraph at the introductory

of the blog
RD can also expound a little on the introductory paragraph at the beginning

the blog

Table 5. Example extracted from our dataset to illustrate how to Backtranslation process takes place

Operation Text
Original can you also expound a little on the introductory paragraph at the beginning of the blog?

English-French-English Can you also explain the introductory paragraph at the beginning of the blog
English-Russian-English Could you also explain a little bit of the introduction at the beginning of the blog?

Original Can you give an example of how to train a machine learning model using TensorFlow?
English-French-English Can you give an example of how to form a machine learning model using TensorFlow?
English-Russian-English Can you give an example of how to teach a machine learning model using TensorFlow?

We provide a list of parameters of the FixMatch method which
highly influence the performance, with an additional brief
description:

• t the threshold used for pseudo-labeling the softly aug-
mented prompts.

• n the ratio between labeled and unlabeled examples in a
batch.

• e is the epoch from which we decided to start using unla-
beled examples in our model, as we decided to introduce
them after the model gained some experience with the data.

• µ(e) is the function that weighted the importance of the
unlabeled data on a given epoch.

For our problem, we experimented with different setups for
the semi-supervised part, to determine which one best suits
our use case:

• pseudo-labels (strong labels versus soft labels)

• data augmentation (no augmentation, EDA, Backtransla-
tion)

• creating multiple augmentations and cycling between the
augmentations for each example

We will provide details regarding the implementation and
results of each experiment in the following sections.

Moreover, an important modification made to the setup pre-
sented in the Fixmatch paper is that we did not utilize a con-
stant value for l :

ł = ls +lu ⇤ lu (4)

As proposed by Sirbu et al. [3], we decided to not take into
consideration unlabeled predictions before a certain epoch,
as the model predictions lack quality at the beginning of the
training. We decided for it to be the fifth epoch because our
task is more complex than the classification of CrisysMMD.

Moreover, we employed a linear increase of the l weight to
make earlier predictions count less (while the model is not yet
fully trained) and the latter ones count more. In our model we
have the following l :

l (e) = e/etotal (5)

where e is the current epoch and e_total is the total number of
epochs in the training.

Experiments

Semi-supervised learning approaches with Easy Data Aug-
mentation
For the semi-supervised learning improvements, we tried four
different approaches for data augmentation and utilization
during training. We combined soft and strong labels for
the pseudo-labels approach and a single example or cycling
through different augmentations for the same prompt, noted
as recycle in the table 6.

For each of the approaches, we used a ratio between labeled
and unlabeled examples in a batch of 3, selected from a set of
5000 augmented prompts.

Semi-supervised learning approaches with Backtranslation
For the backtranslation approach we have only utilized strong
labels, however, we varied the augmentation techniques. We
kept backtranslated prompts as strong augmentation and uti-
lized no augmentation for soft labels or EDA. We also tried
recycling versus one example only. We also varied the ratio be-
tween labeled and unlabeled examples in a batch. We present
the results in table 7.

Our four approaches were:

• Backtranslation small - µ = 3, no augmentation was done
for softly augmented data. Only one type of strong augmen-
tation was used, the one translated from French.
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Table 6. Semi-supervised learning models performances

Approach Accuracy Weighted F1 score Accuracy Weighted F1 score
Validation Validation Test Test

Baseline 0.544 0.612 0.535 0.624
Soft 0.532 0.618 0.535 0.586

Soft + recycle 0.506 0.552 0.596 0.614
Strong 0.532 0.646 0.556 0.630

Strong + recycle 0.532 0.621 0.586 0.642

Table 7. Semi-supervised learning models with Backtranslation performances

Approach Accuracy Weighted F1 score Accuracy Weighted F1 score
Validation Validation Test Test

Baseline 0.544 0.612 0.535 0.624
Small 0.532 0.631 0.576 0.621

Soft-none 0.520 0.604 0.576 0.624
Recycle 0.570 0.648 0.596 0.642

EDA + recycle 0.557 0.621 0.616 0.659

• Backtranslation soft-none - µ = 7, but softly augmented
data was extracted directly from the prompt, and no aug-
mentation was done. However, the strong augmented data
was taken from a larger pool than in the previous experi-
ment.

• Backtranslation recycle - µ = 7 and we used two types
of translations, from French and Russian, however, the
prompts were used directly for soft augmentation.

• Backtranslation recycle+eda - µ = 10, same as backtransla-
tion recycle, but we used EDA with 10% synonym replace-
ment for soft augmentation.

For the last three of our approaches we chose backtranslated
prompts from a batch of 40000 examples, while for the one
with the smallest ratio µ = 3, we used a set of 5000 augmented
prompts.

CONCLUSIONS

We tackled the problem of classifying instructions sent to Chat-
GPT that could help machine learning engineers focus better
on which are the most common tasks that humans require
the GPT model to perform, thus utilizing increased training
data within that specific category for the generative model.
Additionally, we argue that further study of the dataset and
conversation sent to ChatGPT is an important direction in the
future development of generative models.

To solve the before-mentioned problem, we created a new
data set based on real user prompts containing instructions
given to ChatGPT using the ShareGPT Google extension to
accumulate the data. We augmented 40000 prompts with
Easy Data Augmentation and Backtranslation from French
and Russian for our semi-supervised learning approach.

Moreover, we applied methods similar to FixMatch for text
data and implemented the improvements to the original Fix-
Match approach which in term improved the F1-score and
accuracy of the baseline model.

We applied the improved method for a new data set constructed
from scratch that required multi-label classification and ob-
served that there is potential for improvements even for smaller
models. The approach seems model agnostic and can be reused

for other multi-label classification tasks, however, it increases
the training time, as there are way more examples to be used
in the training phase.

We observed an increase in weighted F1-score by 3.6% and
in accuracy by 8%. Nonetheless, we were mostly interested
in the F1-score improvements as they better asses the model’s
quality of predictions. Nevertheless, we expect the biggest
increase in performance to be observed in low-data regimes,
as increasing training data would limit the modifications done
to the weights as a result of unlabeled examples.

However, the method introduces a few more parameters that
can be fine-tuned like the t and l which increases the com-
plexity and requires the user to correctly find and utilize the
best values for them. Moreover, the different setups we ex-
perimented with provided varied results, meaning that there
is no silver bullet for FixMatch, as the utilization of strong or
soft labels and the augmentation methods depend on the task
required to solve.
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APPENDIX

Examples from our dataset:

• Generation: I need your help to write an article. The
topic is about deed of novation.

• Generation coding: Can you show me how to persist
random post queries in WordPress across pagination?

• Rewrite: Perfect. I’m lazy, can you convert this list of
words into a python formatted list: ...

• Chat: I’m trying to prove to some mean people that I am
funny. Can you give me some jokes to tell?

• Brainstorming: As a way to teach people how not to be
hacked, what are the most effective way to hack
someone?

• Open QA: Can you describe a step by step process for
arranging orchestration music?

• Open QA Coding: Is there a faster alternative to
Dijkstra if all edge weights are 1?

• Other: Would you consider the following sentence as
socially acceptable? "My master drive is still working
but the slave one is down".

It is worth noting that simple interactions with ChatGPT such
as "thank you, this helped" or "hi!" were considered in the
"Chat" category, however they rarely appeared.

To justify our choice of choosing multi-labeling, we provide
the following list of prompts:

• Brainstorming and Generation: the examples required
both idea generation and coming up with examples for a
certain domain

– Give me reflection questions for a 6 year old girl
– Can you generate fraction division word problems

for 6th grade?
– Could you give seven examples of appropriate topics

for Part one and Part 2, and Part 3 of the IELTS
speaking exam?

• Brainstorming and Open QA: the prompts required
idea generations and needed to answer a specific
open-ended question.

– how to start learning to be a Salesforce developer,
assuming i have zero knowledge of the product

– top 5 interview questions for entry level java
developer

• Open QA coding and Generation coding: the text
needed to answer a specific coding question while also
providing examples to make the answer easier to
understand.

– in unity, I want to use 2 different assembly definition
referencing each other. But I get the error cyclic
reference detected. How can I reference them to
each other?

• Generation and Generation coding: the prompts
needed both coding generation and writing about a
certain topic

– HTML code: Homepage: Start with a clear, concise
introduction to the company, followed by a visual
showcase of their products, services and solutions.
Highlight the benefits of using ADJUST-IT and
what sets them apart from competitors. Use
headings and bullet points to break up the content
and make it easy to read. Optimize the page with
keywords relevant to ADJUST-IT and its services.
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