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ABSTRACT
Emotions play a significant role in people’s lives and inter-
actions. However, automatic recognition of human emotions
using computer systems is still a challenging task. Many ap-
proaches for automatic emotion recognition have been pro-
posed in the last decades and a vast majority of them use only
one type of input for identification, i.e. image, text, or audio.
This can lead to false results as people can easily hide their
emotions. In this paper, we present a study on the correlation
(or inter-agreement) of the results obtained by six existing ap-
proaches for emotion recognition that process different kinds
of inputs. The obtained results show that there is a low agree-
ment between the approaches, even when they use the same
type of input, and that more research is needed to determine
the possible causes and also to help improve the quality of the
existing tools for emotion detection.
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automatic emotion recognition, inter-agreement analysis,
input sources

know, there are no studies that compare the agreement be-
tween the existing approaches.

The main objective of our research is to analyze how well the
existing approaches for automatic emotion recognition corre-
late, i.e. for a given input (e.g. a video), do all approaches
obtain the same result? For this study we have selected six
approaches that use different types of input (i.e., image, text,
and audio), applied them to a suitable dataset, and compared
the obtained results using an inter-agreement measure.

The rest of the paper is structured as follows. Section 2 in-
troduces the domain of automatic emotion recognition and
the existing approaches, Section 3 describes our study and
the obtained results. Threats to validity are given in Section
4. Some remarks about related work are given in Section 5,
while Section 6 concludes the paper.

2. AUTOMATIC EMOTION RECOGNITION
Emotion recognition is a branch of artificial intelligence that
tries to automatically identify human emotions. This field is
becoming more and more appealing and new improvements
are constantly added to the existing approaches. Each ap-
proach tries to identify only a small set of human emotions,
and, usually, the set is different from one approach to another.
Most approaches identify the following emotions: anger, joy,
surprise, fear, sadness, and anxiety (or a subset of these) [40].

Considering the type of input used for automatic emotion de-
tection (or recognition), the existing approaches can be split
into the following categories:

1. Emotion detection in images. It refers to approaches capa-
ble of identifying emotions in images or videos.

2. Emotion detection in text. It refers to approaches capable
of identifying emotions in written text.

3. Emotion detection in audio. It refers to approaches capable
of identifying emotions in audio recordings.

4. Hybrid emotion detection. It refers to approaches capable
of identifying emotions from at least two different inputs.

All these categories have their own list of identified emotions
and used approaches. For example, image-based emotion de-
tection uses image-processing techniques, while text-based
emotion detection uses natural language processing.

Humans’ emotions have a significant influence on their abil- 
ity to perceive and comprehend the world around them. How- 
ever, enabling computer systems to identify users’ emotional
states is a challenging task, as emotions can be manifested
in different ways such as speech, gestures, and body pos- 
ture, and physiological changes like blood pressure or eye
gazes, and they are dependent on age, gender, or appear- 
ance. Over the last decades, a variety of approaches that try to
automatically identify human emotions have been proposed.
Even though there are many proposals for automatic emo- 
tion recognition with different levels of accuracy, as far as we

1. INTRODUCTION

•Computing methodologies � Computer vision prob- 
lems;

CCS Concepts

DO I: 10.37789/rochi .2023.1.1.11

Proceedings of RoCHI 2023

69



In the following, we briefly describe the first three categories,
as approaches from these categories were used in our study.

2.1 Emotion Detection in Images
One of the most popular techniques for emotion recognition
is based on visual sensors. It benefits from minimal cost and
straightforward data collection. Currently, visual sensors are
primarily utilized for facial expression recognition (FER) to
detect emotion. The way most of the algorithms work is by
taking a picture of a person, pre-processing it (to improve the
quality of the image), identifying the face of the subject (or
subjects), and, then, by using emotion classification, return-
ing the overall emotion. However, these techniques suffer a
major drop in accuracy, as the light intensity drops [32].

Although people’s emotions can be inferred from their facial
expressions, it is challenging for machines to capture the finer
aspects of human expressions. Facial expressions are simple
to conceal, which causes mistakes in emotion detection. For
instance, even though not in a formal setting, people often
pleasantly smile during several social events [21]. Also, peo-
ple have different skin tones, appearances, and facial features,
making difficult any attempts to accurately classify them. The
facial expressions of the same emotion might vary, and sub-
tle differences across the emotions of the same person are
not always visible. When the face is obscured (such as when
wearing a mask) or when the camera is angled differently, it
is also challenging to accurately identify emotions [11].

2.2 Emotion Detection in Text
These days, text-based devices are widely and efficiently uti-
lized for communication. Also, as a result of the rapid rise of
social media, users frequently express their emotions, opin-
ions, and feelings on social media sites like Twitter, Face-
book, or YouTube. Although many social media users convey
their feelings using audio and video, written text is still the
preferred way. Through postings, status updates, comments,
and blogs on social media, people frequently convey their
feelings. To determine what emotions are being expressed
in these posts, an analysis of them is required. Understand-
ing emotional cues is essential for social interactions because
they help us understand others’ mental states and behavioral
responses [33].

There are three different types of emotion detection meth-
ods from written text: deep learning, machine learning, and
lexicon-based methods, each having advantages and disad-
vantages. The general approach used for emotion detection
from written text usually contains the following stages: col-
lecting the dataset (used for training), pre-processing (to-
kenization, normalization, removing stopwords, stemming,
lemmatization), feature extraction (bag of words, Ngram,
word embedding), model development (using deep learn-
ing or machine learning approaches), and model assessment.
However, despite various methods for recognizing emotions
from written text, it is still a challenge to deal with con-
text, mockery, statements that express multiple emotions, the
growth of Web slang, and lexical and syntactic ambiguity.
Furthermore, because there are no established guidelines for
conveying emotions across many media, some people express

their feelings to amazing effect, while others repress them.
Therefore, creating a method that is effective across all do-
mains is still a big challenge.

2.3 Emotion Detection in Audio
One of the crucial aspects of human culture is spoken lan-
guage. Language is a means of communication by which
people can express themselves or interact with others. Speech
emotion recognition (SER) has also advanced thanks to voice
recognition. For the purpose of identifying emotions, hu-
man speech offers a wealth of information. For artificial
intelligence-based systems to communicate effectively with
humans, it is crucial to comprehend the emotions contained
in the information. SER can be used for autism diagno-
sis, automatic response systems, call-center dialogue, and
more. Acoustics feature extraction and language mark work
together to accomplish SER[3].

For automatic emotion recognition from speech, during the
pre-processing stage, the following steps are carried out:
noise reduction and enhancement of the input signal into seg-
mentation, feature extraction, and classification. Afterward,
with certain semantic contributions, the language model may
recognize emotional expressions. By examining prosodic or
spectral characteristics, the acoustic model is able to identify
several emotions that are present in a single utterance [8].

However, understanding emotions in speech is a complex pro-
cess. Different speaking styles of various people result in
acoustic variability, which directly affects speech feature la-
beling and extraction. The same sentence may contain differ-
ent emotions, and some specific emotional differences often
depend on the speaker’s local culture or living environment,
which also pose challenges for SER [20].

3. STUDY
The purpose of our study is to provide an inter-agreement
analysis of some of the existing approaches for emotion de-
tection using three of the most commonly used inputs: im-
ages (facial expression), audio (speech audio in English), and
text (speech text in English). For the analysis to be relevant
and provide useful information we have decided to use two
different approaches for each type of input channel:

1. For image we have used Facial expression recognition
(FER) [35] and DeepFace [34] libraries.

2. For audio we have used a trained Multi-layer Percep-
tron classifier (MLPClassifier) [29] and a trained classifier
based on a Sequential model [24].

3. For text we have used ParallelDots API [28] and the
text2emotion library [1].

In the following, we briefly describe the selected approaches.

Facial expression recognition (FER) [35] is a free Python
library used for identifying emotions either in an image or
in a video. The identification of emotions in the video is
done by splitting the recording into frames and identifying
the emotions in each image. It identifies the face area in
the image by using OpenCV’s Haar Cascade classifier (or
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even a Multi-Task Cascaded Convolutional Neural Network
if needed). The model used for emotion detection is a convo-
lutional neural network with weights saved in an HDF5 file.
The accuracy of the model is around 50% [5].

DeepFace[34] is a free Python library used for facial anal-
ysis in images. It can be used for emotion detection, face
recognition, and facial attribute analysis (gender, race, age).
Similar to FER, it uses OpenCV for face detection, but it
does not have a function for splitting a video into frames, so
the user must manually send each image from the recording.
However, DeepFace can provide real-time analysis for a live
recording and display the attributes on the screen (emotions,
gender, age). For facial attribute analysis DeepFace uses con-
volutional neural network (CNN) models with an accuracy of
80% [2, 19, 38, 31].

The MLPClassifier [29] we have used for audio analysis is a
pre-trained model that is able to identify the emotions of the
speaker using the audio recording of their speech. The classi-
fier was trained using the Ryerson Audio-Visual Database of
Emotional Speech and Song (RAVDESS) dataset [23] which
contains 24 professional actors, half male, half female vocal-
izing two statements. The dataset contains 7356 files, that
are available either audio only or with video. The files are
also available either as a song or as a speech. The spoken
language is English with a North American accent. Each file
contains an emotion from the following: calm, happy, sad,
anger, fearful, surprise, and disgust together with the inten-
sity level (normal, strong). The labels were given by 247
individuals from North America [37]. For the MLPClassi-
fier we have considered three features: mfcc - Mel Frequency
Cepstral Coefficient (represents the short-term power spec-
trum of a sound), chroma - pertains to the 12 different pitch
classes, and mel - Mel Spectrogram Frequency. The accuracy
of the model is 60.26% [27]. This approach is denoted as
Trained Audio in our study.

The trained classifier based on a Sequential model is a pre-
trained model used for the identification of emotions in au-
dio. It has been trained using three datasets: RAVDESS
[23], Toronto emotional speech set (TESS) [25] and Surrey
Audio-Visual Expressed Emotion (SAVEE) [24]. The TESS
dataset contains two actresses pronouncing the sentence “Say
the word ...” together with 200 words. Each recording was
done by portraying one of the following emotions: anger, dis-
gust, fear, happiness, pleasant surprise, sadness, and neutral.
The spoken language is English and both speakers have the
language as their native one [22]. The SAVEE dataset con-
tains four native English speakers aged from 27 to 31 years
telling a total of 480 sentences in six emotions: anger, dis-
gust, fear, happiness, sadness, and surprise [30]. This model
uses a series of speech features such as frequency, amplitude,
and decibels to map the emotion to the audio. The overall ac-
curacy of the model is 84.96% [14]. This approach is denoted
as Speech Analyzer in our study.

ParallelDots API [28] is a paid API that can identify emo-
tions in text. The ParallelDots company delivers a series of
APIs and solutions for lots of needs in text analysis such as
sentiment analysis, semantic analysis, emotion detection, text

classification, intent analysis, and many more. Although their
accuracy is not public, they state that the software uses a deep
learning model on their own dataset, providing high accuracy,
fast analysis, and flexible deployment. They also support
multiple languages besides English such as: Spanish, Italian,
German, French, Japanese, and so on. Although it is a paid
API, it features a free trial for 30 days with 1000 requests per
day [13].

Text2Emotion[1] is a free Python library that uses a lexicon-
based approach to identify emotions in text, so it does not
need training as the previous approach and can be used di-
rectly on any English text. It uses a dictionary where every
word contains an emotion, and the result of the algorithm is
the emotion most present in the text. There are no public
records with the accuracy of the library but from previous
experiences, we found out to be around 70%. For testing the
accuracy, we have used a dataset that contains 1800 texts with
emotions such as fear, joy, anger, sadness, and love [6].

3.1 Identified Emotions
For our inter-agreement analysis to be accurate we needed to
have the same output for each approach. As there are so many
possible emotions that can be identified, we have decided to
use the most common ones: anger, happy, disgust, fear, sad,
surprise, and neutral. Most of the selected approaches al-
ready return these emotions, so we had to update only one of
them, namely the text2emotion approach. The text2emotion
approach returns only five emotions: happy, anger, sad, sur-
prise, and fear. It is missing disgust and neutral. For neutral
emotion, we have decided to return it when the model is re-
turning the dictionary of emotions with every feeling on the
0 value (there are no emotions available, so it is a neutral
emotion). For disgust emotion, we have used the NRC Word-
Emotion Association Lexicon (EmoLex) [39]. The EmoLex
is a dictionary with over 14.000 words from 108 languages,
divided into two sentiments (negative and positive) and eight
emotions (anger, anticipation, disgust, fear, joy, sadness, sur-
prise, and trust). To complete the emotions for text2emotion
we took all the words containing the disgust feeling from the
lexicon and added them to the existing ones in the model.

3.2 Dataset
In order to be able to compare the results, we must use the
same dataset as input for each selected approach. However,
there are very few public or free datasets available for the pur-
pose of our analysis. To be able to compare all three inputs
we need a dataset that contains videos with lengths between
one and five minutes, with only one person that is speaking.
These restrictions are imposed because of the nature of each
approach. In the case of emotion detection in videos, we
need to extract and analyze every frame, identify the emo-
tions and then return an overall emotion. This proves to be
very time-consuming since a video of three minutes, filmed
with 60 frames/second will result in over 10.000 images that
need to be analyzed one by one. As such, we have restricted
the video length to a maximum of five minutes. The minimum
video length of one minute is due to the emotion analysis in
audio and text. In order to be conclusive, the speech should
be longer than just a few words. So, we need videos that have
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at least one minute in length. Also, the videos should con-
tain only one subject since it is easier to identify the emotions
of only one person. For the purpose of this study, we did
not choose to also compare the emotions of two people at the
same time. Lastly, we need to hear only one person so an in-
terview, even if we can see only one person, is not suited for
our research. The only dataset that was free and available was
the Aff-Wild2 dataset [16]. The dataset contains 564 videos
with around 2.8M frames, 326 male subjects, and 228 female
subjects. The videos are taken from the internet, contain-
ing videos with real people (not actors), dealing with many
different situations like playing games, watching TV, having
a pitch, vlogging, etc. All 564 videos have been annotated
in terms of valence and arousal, while 546 of around 2.6M
frames have been annotated in terms of emotions. The emo-
tions used for annotations are the ones used in this research:
anger, happy, fear, sad, disgust, surprise, and neutral.

After analyzing all the videos available in the dataset, we se-
lected 152 videos with a total length of over five hours. The
number of samples per emotion category are given in Table 1.
The videos respect the restrictions imposed earlier and con-
tain both male and female subjects with ages between 20 and
70 speaking in English.

Table 1: The number of selected videos per emotion.

Emotion Number of videos
angry 16
disgust 5
fear 13
happy 73
sad 19
surprise 5
neutral 21
Total 152

3.3 Results
After selecting the approaches, the emotions, and the dataset
the next step was to obtain the results. For this purpose, we
needed to prepare the input data for each algorithm, as it fol-
lows:

• For emotion detection in videos we used Open Source
Computer Vision Library (OpenCV) from Python, which
allows to both split the video into frames and save the re-
sulting images in a folder. Each image from that folder
was sent to the algorithm, which returns the most intense
emotion found (the emotion with the highest score). The
overall emotion of the video was considered to be the emo-
tion that is the most frequent in the video (the emotion that
is present in almost every frame).

• For emotion detection in audio each video was converted
from an mp4 format to a wav format. That way only the
audio is sent to the algorithm which returns the dominating
emotion of the whole audio. This was done using the Au-
dioSegment [4] library in Python that takes the video file
path and saves the new audio file in the given destination
path.

• For emotion detection in text each video needed to be tran-
scribed from audio to text. In our case we have used Deep-
gram [7], which is one the most powerful speech-to-text
tools available, having an accuracy of over 85%. They sup-
port many audio or video formats as well as any length for
the file sent. The obtained result contains various informa-
tion about the request together with the transcript text, the
confidence, and every word identified together with their
confidence. Also, each word has a start and an end time (in
seconds)[23].

The results of the experiment are presented in Table 2. For
each approach and each emotion, it shows the number of
videos for which the emotion was correctly identified. Al-
though the results are useful, they only show the accuracy of
the approach for the selected dataset. Still, there are some
unexpected accuracy values. For example, DeepFace which
should have had an accuracy close to 80% only got 28% ac-
curacy while FER with a general accuracy of 50% got 40%
in our tests. These results might have multiple causes such as
the quality of the videos and audio, the number of emotions a
person is experiencing (if a video is five minutes long a per-
son might be experiencing many emotions if talking about
multiple subjects), and, also, the ability of a person to hide
his/her emotions.

For our study, we are interested to determine the correlation
(or inter-agreement) of the obtained results, i.e. for a given
video, how many of the selected approaches have identified
the same emotion. As such, we have used the Fleiss Kappa
measure that computes the degree of agreement in classifi-
cation over that which would be expected by chance. The
formula for this measure is given in Equation 1:

k =
P̄� P̄e

1� P̄e
(1)

where, given N cases (or subjects) which are each rated by n
raters, and each rater can give one value from a set of k pos-
sible values, P̄ is the observed agreement between the raters
and P̄e is the expected agreement if raters make random judg-
ments [10]. The values of k are between 0 and 1, and a pos-
sible interpretation for the results obtained by this measure
is shown in Table 3 [17]. However, this interpretation is not
generally accepted, as the obtained results are dependent on
the number of categories and cases.

In order to compute this measure, we have
used the Online Kappa Calculator available at
http://justusrandolph.net/kappa/. In our case, we have
152 cases (the total number of videos from our dataset) and 7
categories (the number of possible emotions: anger, disgust,
fear, happy, sad, surprise, and neutral). The number of
raters depends on the combination used: 2 raters when we
compare the results obtained by approaches using the same
type of input (Table 4), 2 raters when we compare the results
obtained by two approaches using different types of input
(Table 5), 3 raters when we compare the results obtained by
three approaches using three different types of input (Table
6), and 6 raters when we compare the results obtained by all
six approaches (Table 7).
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Table 2: Correctly identified emotions for each approach

Emotion FER Deep Parallel Text2 Trained Speech
Face Dots Emotion Audio Analyzer

anger 11 4 3 1 3 0
disgust 0 0 0 0 2 3
fear 0 4 2 3 4 0
happy 31 16 29 6 3 6
sad 8 7 2 7 2 0
surprise 0 0 0 2 0 0
neutral 0 0 0 0 0 0
Accuracy 40% 28% 26% 16% 11% 6%

Table 3: Fleiss Kappa Measure Interpretation[17]

k Interpretation
< 0 No agreement

0.01-0.20 Slight agreement
0.21-0.40 Fair agreement
0.41-0.60 Moderate agreement
0.61-0.80 Substantial agreement
> 0.80 almost perfect agreement

Table 4: Fleiss Kappa values for the same type of input

Pair Measure value
FER + DeepFace 0.4145%
Parallel Dots + Text2Emotion 0.2566%
Trained Audio + Speech Analyzer 0.1184%

Table 5: Fleiss Kappa values for two different inputs

Combination Measure value
FER+ParallelDots 0.2434%
FER+Text2Emotion 0.2434%
FER+Trained Audio 0.0789%
FER+Speech Analyzer 0.0461%
DeepFace+ParallelDots 0.2961%
DeepFace+Text2Emotion 0.2763%
DeepFace+Trained Audio 0.1842%
DeepFace+Speech Analyzer 0.0658%
ParallelDots +Trained Audio 0.1118%
ParallelDots +Speech Analyzer 0.0987%
Text2Emotion +Speech Analyzer 0.0724%
Text2Emotion +Trained Audio 0.2303%

As can be seen in Tables 4, 5, 6 and 7 the highest agree-
ment obtained is Moderate agreement for a combination of
two approaches (FER+DeepFace), with the same type of in-
put (images). When comparing the results obtained by two
or three different types of input, the highest agreement level
is Fair agreement for emotions identified from images (using
DeepFace) and text (using ParallelDots). If for combinations
of two different types of inputs, 5 out of 12 combinations are
having a Fair agreement, when we combine three different
types of inputs, only one combination has Fair agreement,
and 7 of them reached only Slight agreement. If we compare
the results obtained by all six selected approaches, the level
of agreement is only Slight agreeement.

From these results, we can conclude that different types of
input for the emotion recognition approaches yield different
results, and further studies are needed to determine the possi-
ble causes.

3.4 EmoFinder Tool
In order to support researchers identify the parts of a video
where the selected approaches disagree we have developed
an application that visualizes the results obtained by each ap-
proach on a smaller interval (e.g. 10 seconds, 20 seconds,
etc). It allows the user to select an approach for each type of
input and the video for the analysis, and it saves the results
to a file. The file contains each identified emotion for every
interval. Also, a graphic comparing the emotions detected by
the selected approaches (as shown in Fig. 1) is provided.

4. THREATS TO VALIDITY
For our study, we have identified the following threats that
could lead to invalid results:

• Quality of videos. The quality of videos can impact the
results of the approaches. A video can have its audio low
quality, while the image high quality, and vice versa. This
can impact one or more inputs and result in inconsistent re-
sults, with a low agreement, but can be overcome by using
approaches that perform well even in low-quality condi-
tions. In our study, the videos used were part of only a few
data sets available for emotion detection. Their raw and
unedited nature made it possible to test the approaches in
real life and proved useful in day-to-day situations, rather
than in simulated situations.
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Table 6: Fleiss Kappa values for three different inputs

Combination Measure value
FER+ParallelDots+Trained Audio 0.1442%
FER+ParallelDots+Speech Analyzer 0.1294%
FER+Text2Emotion +Trained Audio 0.1842%
FER+Text2Emotion +Speech Analyzer 0.1206%
DeepFace+ParallelDots+Trained Audio 0.1974%
DeepFace+ParallelDots+Speech Analyzer 0.1535%
DeepFace+Text2Emotion +Trained Audio 0.2303%
DeepFace+Text2Emotion +Speech Analyzer 0.1382%

Table 7: Fleiss Kappa values for all six approaches

Combination Measure value
FER+ParallelDots+Trained Audio+
DeepFace+Text2Emotion +Speech Analyzer 0.1825%

Figure 1: Graphic of identified emotions.

• Number and selection of videos. The selection of the
videos for our study was done to facilitate the identifica-
tion of emotions. However, this resulted in only approx.
150 videos. The number and subjects of videos can impact
the quality of the comparison. More videos with a wider
range of emotions and interactions could result in a better
correlation of the approaches. Still, because there are very
few data sets available online, it proves difficult to create a
larger test set.

• Number and type of chosen approaches. The study has
only focused on three types of input and two approaches
for each type of input. However, these selected approaches
represent only a small amount of available tools that can
be used to identify emotions. Because of their free and
open-source nature, the results obtained might not result in
a conclusive agreement or disagreement. The choice of ap-
proaches was done due to emotions identified, price, and
time constraints: we needed to use free tools or tools that
have a free trial version and tools that can be easily in-
tegrated into a Python application. The approaches also
required to have similar or identical emotions identified.

With more resources, the number and types of used ap-
proaches can be extended.

5. RELATED WORK
There are currently many papers that discuss the subject of
emotion detection for all three inputs: text [12] [15], audio
[26], video [18] [36]. However, very few researchers have
experimented with emotion detection from multiple channels,
usually with text and speech, mainly because of their close
nature [41]. Dupre et al. tested eight commercially available
automatic classifiers and compared their emotion recognition
performance to that of human observers [9]. They focused
on the following emotions: anger, disgust, fear, happiness,
sadness, and surprise and their results showed a recognition
advantage for human observers over automatic classification,
and the best recognition accuracy for an automatic classifier
was 62%. Still, we did not find any research in the literature
that performs a correlation or inter-agreement analysis of the
results obtained by different emotion recognition approaches.

6. CONCLUSIONS AND FURTHER WORK
We have presented in this paper our correlation study on the
results obtained by different emotion recognition approaches,
using different types of input (i.e. image, audio, and text).
The obtained results show that in most cases there is only
slight agreement, some combinations obtain a fair agree-
ment, and only one combination manages to reach a moderate
agreement. There are many causes for these results, but fur-
ther studies are needed in order to determine the exact reasons
and to improve the correlation. In order to help researchers
identify the causes, we have developed a tool that, for a video
and a preset interval, computes the results of different emo-
tion recognition approaches.

In the future, we intend to:

• Add more approaches for our inter-agreement analysis.

• Try other statistical measures for computing the inter-
agreement.

• Add more input channels to our EmoFinder tool.
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