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ABSTRACT 
In this paper, an application built by us with aim to provide 
users the possibility to explore topics from Twitter and find 
out people’s opinion even if it is a positive one or a 
negative one is presented. The result of searched topic was 
divided into groups, based on the named entity from tweets. 
Using algorithms that calculate distance between two 
strings, similar tweets was removed. More than that, users 
have the opportunity to see a sentiment analysis of tweets.  
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INTRODUCTION 
In 2012, more than 100 million users posted 340 million 
tweets a day and the service handled an average of 1.6 
billion search queries per day [20]. In 2013, it was one of 
the ten most-visited websites and has been described as “the 
SMS of the Internet” [2]. As of February 2017, Twitter had 
more than 313 million monthly active users [19]. On the 
day of the 2016 U.S. presidential election, Twitter proved to 
be the largest source of breaking news, with 40 million 
tweets sent by 10 p.m. that day [13]. 

Every day, millions of people use Twitter to create, 
discover and share ideas with other. Now, people are 
turning to Twitter as an effective way to reach out to 
businesses, too. From local stores to big brands, and from 
brick-and-mortar to internet-based or service sector, people 
are finding great value in the connections they make with 
businesses on Twitter [1].  

There are many great business uses for Twitter, like sending 
out news briefs or advertising the latest job opening. But 
believe it or not, there are even more personal uses for 
Twitter. With this round up, consider the seven that follow 
[9]. 

SIMILAR APPLICATIONS 
IceRocket [4] is generally for blog searches, but it offers 
the possibility to search news on Twitter. Twitter search 

returns most recent tweets that relate to your query. If the 
query is also a user, it shows a fact box about the user, 
along with tweets by that user. This application lets you 
reply directly to the tweets. The IceRocket site is a free 
resource for people looking to monitor their brand, it is ad 
supported. IceRocket has an API that it licenses to social 
media monitoring firms as well as PR agencies [21]. 

Twitonomy [18] is an online platform and in order to use it 
you have to connect with your Twitter account. The user 
has the opportunity to monitor his account or any other 
Twitter user, along with lists and any keyword search he 
wants to watch. Twitonomy acts like a basic Twitter client. 
You can reply, retweet and favorite individual tweets. As 
can be observed in image 2 from below, this application has 
all kinds of statistics about your own activity. You can see 
things like: tweets per day, how many links you’ve shared, 
how often others mentioned you in their tweets, which of 
your tweets were retweeted the most [10]. 

APPLICATION DESCRIPTION 
This application aims to offer users the possibility to follow 
news on Twitter, without having to read duplicate topics 
(this paper represent an extended version of results 
presented in [5, 11]). In order to remove similar news, it 
was used a similarity algorithm which calculates distance 
between two tweets. In the first phase, it was made an 
analysis, in terms of time and accuracy, of the next four 
similarity distance algorithms: Levenshtein, Needleman-
Wunsch, Jaro-Winkler and Smith-Waterman. Upon review 
of the analysis result, Smith-Waterman turned out to be 
more competent to find similarities. 

When the user performs a search in application, it is done a 
request to Twitter API in order to retrieve the latest and the 
most popular tweets. The search result was divided into 
subcategories. Each category was extracted from tweets and 
can be: a location, a person, an organization or a date. 
Also tweets was analyzed from the sentiment point of view. 
A tweet can be categorized as positive, negative or neutral. 

Similar Algorithms 
In computer science and statistics, the Jaro–Winkler 
distance is a measure of similarity between two strings [6, 
22]. It is a variant of the Jaro distance metric a type of 
string edit distance, and was developed in the area of record 
linkage (duplicate detection). The lower the Jaro–Winkler 
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distance for two strings is, the more similar the strings are. 
The similarity score is normalized such that 0 equates to no 
similarity and 1 is an exact match. The Jaro score dj of two 
given strings s1 and s2 is: 
 

 
 

where m is the number of matching characters, t is half the 
number of transpositions (the number of matching 
characters (but different sequence order) divided by 2). 

Jaro-Winkler distance uses a prefix scale p which gives 
more favorable ratings to strings that match from the 
beginning for a set prefix length l. Given two strings s1 and 
s2, their Jaro-Winkler distance dw is: 
 

 
 

where: dj is the Jaro distance for string s1 and s2, l is the 
length of common prefix at the start of the string up to a 
maximum of 4 characters, p is a constant scaling factor for 
how much the score is adjusted upwards for having 
common prefixes (the standard value for this constant is 
Winkler’s work is p = 0.1). 
 

The Levenshtein distance is a string metric for measuring 
the difference between two sequences [8]. Informally, the 
Levenshtein distance between two words is the minimum 
number of single-character edits (i.e. insertions, deletions or 
substitutions) required to change one word into the other. 
Mathematically, the Levenshtein distance between two 
strings a, b (of length |a| and |b| respectively) is given by 
leva,b(|a|, |b|) where: 
 

 
 

where  is the indicator function equal to 0 when ai = 
bj and equal to 1 otherwise, leva,b(i, j) is the distance 
between the first i characters of a and the first j characters 
of b. 
 

The Needleman-Wunsch algorithm is an algorithm used 
in bioinformatics to align protein or nucleotide sequences 
[7, 12]. It was one of the first applications of dynamic 
programming to compare sequences. The Needleman-
Wunsch algorithm, which is based on dynamic 

programming guarantees finding the optimal alignment of 
pairs of sequences. The algorithm essentially divides a large 
problem (e.g. the full sequence) into a series of smaller 
problems and uses the solutions to the smaller problems to 
reconstruct a solution to the larger problem.  

In order to perform a Needleman-Wunsch alignment, a 
matrix is created which allows us to compare the two 
sequences. The first line and the first column from the 
matrix was initialized with line index, respectively column 
index. The score of the rest cells was calculated as follows:  
 

 
 

where: gap is the gap penalty (in this implementation the 
gap has value 2), cost was 0 if the characters matches and 1 
otherwise. The Needleman-Wunsch distance has a value 
between 0 (identical strings) and 1 (different strings), and is 
calculated based on the next formula: 
 

 
 

where |s1|, |s2| is the length of s1, respectively s2 string. 
 

The Smith-Waterman algorithm is a dynamic 
programming method for determining similarity between 
nucleotide or protein sequences [16]. The algorithm was 
first proposed in 1981 by Smith and Waterman and is 
identifying homologous regions between sequences by 
searching for optimal local alignments. The Smith-
Waterman algorithm is built on the idea of comparing 
segments of all possible lengths between two sequences to 
identify the best local alignment. It is based on calculation 
of local alignments instead of global alignments of the 
sequences and allowing a consideration of deletions and 
insertions of arbitrary length [16]. The Smith-Waterman 
algorithm is the most accurate algorithm when it comes to 
search databases for sequence homology, but it is also the 
most time consuming [16].  

Named Entity Recognizer Module 
This module deals with extracting information, localize and 
classify named entities in tweets into pre-defined categories 
such as the names of persons, organizations, locations, 
expressions of times, etc. For all these operations it was 
used “Stanford Named Entity Recognizer (NER)” library 
with 7 class model. 

Named Entity Recognition (NER) labels sequences of 
words in a text which are the names of things, such as 
person and company names, or gene and protein names. It 
comes with well-engineered feature extractors for Named 
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Entity Recognition, and many options for defining feature 
extractors. Stanford NER is also known as CRFClassifier. 
The software provides a general implementation of 
(arbitrary order) linear chain Conditional Random Field 
(CRF) sequence models [17]. 

Tweets Classifier Module 
Formerly known as Twitter Sentiment, Sentiment140 [15] 
is a service that lets users discover the current sentiment 
around a brand, product or topic on Twitter. Sentiment140 
uses classifiers based on machine learning algorithms and 
allow users to see the classification of individual tweets. 
The API lets users classify tweets and integrate sentiment 
analysis classifier functionality into their own websites or 
applications. The API uses RESTful calls and responses are 
formatted in JSON. As can be seen in the table 3, the 
response is the same as the request, except a new field 
“polarity” added to each object. The polarity values are: 0: 
negative; 2: neutral; 4: positive [14]. 

The approach is to use different machine learning classifiers 
and feature extractors. The machine learning classifiers are 
Naive Bayes, Maximum Entropy (MaxEnt), and Support 
Vector Machines (SVM). The feature extractors are 
unigrams, bigrams, unigrams and bigrams, and unigrams 
with part of speech tags. We build a framework that treats 
classifiers and feature extractors as two distinct components 
[3]. 

The emoticons are stripped out from training data. If the 
emoticons are left in, there is a negative impact on the 
accuracies of the MaxEnt and SVM classifiers, but little 
effect on Naive Bayes. The difference lies in the 
mathematical models and feature weight selection of 
MaxEnt and SVM. Stripping out the emoticons causes the 
classifier to learn from the other features (e.g. unigrams and 
bigrams) present in the tweet. The classifier uses these non-
emoticon features to determine the sentiment [3]. 

Best Similarity Algorithm 
In the first phase of application development was aimed to 
select the best similarity algorithm. The four algorithms 
introduced above were applied on a set of 2,000 tweets, 
tweets which were saved in XML files. For detecting which 
tweets from the entire source data are similar, each tweet 
was compared with all that follow it. 

In the next table can be observer how long did the 
execution of each algorithm. In order to improve the 
execution time, it was used a caching mechanism from 
Microsoft. In cache was kept the comparison result for 
every algorithm and the key format is: 
“AlgorithmName_*TextTweetOne_*TextTweetTwo”.  

Another way to improve the comparisons accuracy and time 
was to remove the stop words (most common words like 
“the”, “and”, “an” etc.) from tweets. After implementing 
this step and with the help of caching mechanism, the time 
was improved (see Table 1). 

 Without 
cache 

With 
cache 

With cache 
after removing 

stop words 

Jaro-Winkler 06:05.35 03:50.11 01:46.06 

Levenshtein 22:35.37 12:10.08 11:26:82 

Needleman-
Wunsch 51:11.47 34:21.63 21:22.49 

Smith-
Waterman 39:46.32 35:33.20 23:51.46 

Table 1. Algorithms execution time. 

Three of the algorithms find 505 tweets with distance 0 
(tweets are similar), while Smith-Waterman find 569 tweets 
with distance 0 (it sees a tweet and a retweet being the 
same). In the end, we decided to use Jaro-Winkler 
algorithm to group similar tweets due to its fast running 
time.  

In the application interface can be observed how the groups 
are display and the tweets that were classified as positive 
have a green background and the negative ones have a red 
background (see Figure 1). 

 

Figure 1. Viewing clusters on Google Maps. 

CONCLUSION 
Although there are some applications which extract tweets 
and perform a sentiment analysis (“Social Mention”, 
“Twitter Sentiment Visualization”), “News on Twitter” 
application keeps those benefits and provides other 
functionality: tweets which contain your searched data, but 
also grouped by relevant information like: date, location, 
person and organization. Having these clusters, user can 
decide to read only some topics and not all the tweets 
returned by API. 

When a tweet contains a link, the url is altered to 23 
characters even if the link itself is less than 23 characters 
long. So it is possible to have two tweets that refer to the 
same thing, have the same destination url, but the links are 
displayed differently. Because of this thing, Smith-
Waterman algorithm can find these two tweets as different. 
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In order to improve the accuracy of the algorithm, before a 
comparison, the links can be removed from tweets. 

Due to the modular structure, the application functionality 
can be very easily extended and provide functionality like: 
which tweets are most retweeted, monitor tweets from users 
etc. 
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