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ABSTRACT 
Preserving the cultural heritage of a nation throughout 
generations is essential in a continuously developing society. 
This paper introduces the Lib2Life platform powered by 
advanced Natural Language Processing techniques, focusing 
on the processing, indexing and semantic search of old 
documents from the Central University Libraries in 
Romania. Our platform enables the upload and text pre-
processing of scanned documents by librarians, who can 
afterwards manually correct the extracted content and 
corresponding metadata. In addition, Lib2Life ensures the 
exploration of the collection of books using a semantic 
search engine to retrieve documents fitted to the users’ 
interests. The platform was evaluated using an usability 
questionnaire which pinpointed out that Lib2Life is a modern 
and user-friendly smart search engine for old documents 
written in the Romanian language. Improvements in terms of 
server response time and functionality were suggested. The 
platform proved to be intuitive and easy to use, having the 
potential to become an analytical system incorporating a rich 
and diverse collection of books. 
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ACM Classification Keywords 
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INTRODUCTION 
The evolution of technology nowadays allows people to use 
electronic devices to access digitalized documents. 
Digitalization becomes mandatory due to the increased 
ubiquity of electronic devices, and their ease of use 
compared to traditional reading, as well as document 
research methods. 
The Central University Libraries from Romania are 
dispersed throughout the country and host large numbers of 
old documents that are no longer copyrighted. These 
documents include books, manuscripts, or newspapers, and 
they serve to better understand life during those times in 
terms of politics, science, or education. Digital documents 
safeguard the initial manuscripts from being naturally 
deteriorated and provide an unlimited lifespan within a 
virtual environment. Moreover, access to the original 
documents can be limited to preserve degradation through 
manual handling. In contrast, digital documents can be stored 
in a convenient format that does not take too much storage 
space, such as the PDF. PDF documents have a structured 
format and contain also metadata, which is used either to 
properly display the document to the user (such as font types, 
font colors, or the physical coordinates of the words), or to 
store other annotations. Digitalization also eliminates 
distance and time limitations by allowing concurrent access 
to documents for individuals, regardless of their physical 
location or their time availability. 
This paper describes the Lib2Life platform, which integrates 
Natural Language Processing (NLP) techniques and allows 
Romanian Central University libraries to store digitalized 
documents and provide access to resources to the public. The 
platform relies on a processing pipeline designed to properly 
support the extraction of texts from scanned documents. The 
paper continues with the description of related systems and 
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text extraction applications. Then follows a presentation of 
our platform, its evaluation, conclusions and future work.  

STATE OF THE ART 
A well-known web application used for accessing online 
books is Google Books (http://books.google.com), which 
includes a large collection of books retrieved from different 
data sources. Google Books indexes data on their servers and 
provides access to portions of texts from the books. Links to 
buy or to allow further reading the entire document are 
included. Google Books is equipped with a smart search 
engine that uses NLP techniques to retrieve the most relevant 
books and corresponding passages, given the user query. 
Google also provides a facility named Talk to Books, which 
compares the user query with every sentence in over 100,000 
books to find responses that would most likely be related 
with that text or that could be an answer to the user’s query. 
The suitable documents are then retrieved and shown in bold 
to the user, together with portions of text to provide a better 
contextualization. This approach came from the idea of 
mimicking a real conversation by using billions of lines of 
dialogue to teach an AI how human conversations flow. 
Their model can predict how likely a statement would follow 
another as a response based on a collection of possible 
responses [9; 14]. Similarly, the user can search for books in 
the Lib2Life platform using a free input text field, which is 
then semantically compared with portions of texts from the 
indexed books. Moreover, the user has the ability to find 
similar books using semantic similarity. The process is 
detailed further on in the Method section. 
At national level, existing solutions to access digitalized 
documents from Central University Libraries (CULs) are 
outdated and provide rather limited functionalities (e.g., no 
search within the actual documents). For example, the Carol 
I Central University Library relies on Vubis [1] to save 
various metadata and Restitutio (http://restitutio.bcub.ro/), 
which is based on DSpace [15]. CUL Cluj has created their 
online catalog (http://aleph.bcucluj.ro:8991) designed to 
help people find the physical location of a book easier when 
that desired book is available in the library. Users have to 
provide search metadata, such as the book’s identifier, the 
name of the author, the book’s title, the publishing house, or 
the publishing year. Multiple databases are available, like 
book catalogues or bibliographies. Results can be further 
restricted by using specific filters, such as the language, time 
constraints (specific publication period), or the book’s 
publication domain. BCU Cluj also has a digital library 
(http://dspace.bcucluj.ro) based on DSpace that provides 
online access to books contained in the physical library. The 
platform is accessible through a user-friendly and more 
intuitive interface than the interface provided by the Vubis 
catalog system. Each book can be read online using a PDF 
reader incorporated in the browser, or it can be downloaded 
on user’s computer. The intuitiveness behind the 
incorporated filters and the multitude of options also served 
as an inspiration for developing the Lib2life platform, which 

incorporates a similar approach of filtering criteria for the 
semantic search engine. 
Recommender systems are frequently applied in domains 
like online shopping and entertainment to predict user 
preferences. However, the same approach can be used to 
recommend books by relying on user profiles [13]. Their 
proposed recommended system takes into account multiple 
aspects for matching a book with a user. The first aspect 
consists of matching other users’ interests, while the second 
refers to considering the temporal dimension. Specifically, 
the temporal dimension relies on the fact that user’s 
preferences change over time. 
The previously presented systems helped us into shaping the 
Lib2Life platform based on the requirements of librarians. 
Lib2Life provides three major functionalities. First, the 
system’s focus is to centralize documents from multiple 
sources, more specifically from Romanian Central 
University Libraries, offering a single point of access for 
their entire data. Second, Lib2Life incorporates a multitude 
of NLP approaches, like a semantic search engine. Third, the 
platform also relies on an ontology for properly categorizing 
documents. 

METHOD 
Corpora 
The Central University Libraries in Romania built up a 
collection of about 2,000 scanned documents written in 
Romanian. This dataset consists mostly of books dated in the 
19th or 20th century scanned using high resolution scanners. 
However, part of the collection was not in a proper format 
for applying Optical Character Recognition (OCR) due to 
human errors or scanner issues. In addition, the OCR process 
encountered problems due to the limited resolution of the 
documents in some cases, or their degraded physical format. 
The OCR process relies on the Tesseract API [16] applied on 
scanned documents before uploading them to the Lib2Life 
platform. The API was adapted to allow a good precision in 
detecting characters and to compress the file into a rather 
small size PDF document in the end. This requirement also 
resulted after an iterative process of understanding 
limitations and improving the general workflow. Large 
documents (i.e., tens of megabytes) were time consuming 
when uploaded to the Lib2Life platform, when processing 
them, and also when accessing them via the integrated PDF 
viewer in the web browser. Currently, the size of an OCR-
ized document is about 10-15 MB. 
The target of Lib2Life is to share the cultural heritage of 
millions of processed historical pages existent in CULs. 
Nevertheless, the Carol I Central University currently hosts 
about 2.4 millions of volumes (http://www.bcub.ro/colectii). 
However, part of the collection contains documents with 
publishing rights which cannot be used in our platform. 
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Architecture 
The Lib2Life platform contains a web portal that allows 
librarians and users to interact with the system. The 
architecture of the platform is presented in Figure 1. The 
backend of the system integrates several digital services, for 
example: 1) document categorization; 2) semantic search; 
3) semantic recommendations of similar documents.
Assigning a category to the document is performed after
uploading it and setting its corresponding metadata. The
service is based on the Lib2Life ontology [7], which
incorporates several domains and the relations established
between them. The second service includes the facility to
search the indexed documents using filtering criteria or
keywords. Semantic algorithms are used to find documents
matching the user’s keywords. The third service consists of
semantic recommendations – similar documents with the
accessed one are provided. Both document search and
semantic recommendations rely on Elasticsearch
indexing [6]. Elasticsearch (https://www.elastic.co) is a non-
relational database that stores and indexes the documents’
metadata and their content using the JSON format.
Elasticsearch provides fast and easy to use queries, filters,
and aggregations mechanisms, which were incorporated in
the search functionalities provided by the Lib2Life platform.

Figure 1. Lib2Life platform architecture. 

Tools and models from the ReaderBench framework 
(http://readerbench.com) [8] are used to provide the previous 
services. The document pre-processing pipeline refers to the 
extraction of metadata from the OCR-ized document. The 
NLP pre-processing pipeline consists of several steps, such 
as tokenization, part of speech tagging, and lemmatization. 
The considered unsupervised semantic models include 
Latent Semantic Analysis [4], Latent Dirichlet Allocation 
[2], and word2vec [11]. These models are trained on 
language-specific corpora of documents. 

The last layer from the Lib2Life architecture considers data 
modeling, namely: OCR-ized PDF documents, personal 
users’ data used to interact with the Lib2Life web portal, as 
well as information related to documents indexed in 
Elasticsearch. 
Document Pre-Processing Workflow 
Prior to indexing documents in Elasticsearch, text 
preprocessing steps are applied. The input data consists of 
old scanned books on which Optical Character 
Recognition (OCR) is applied. The OCR process brought 
challenges in order to allow proper extraction of texts. These 
included different font types and sizes identified in the same 
section or line of text, different styles for headers and footers 
in the same document, disruption of paragraphs, improper 
page breaks, loss of content structure, or misinterpretation of 
certain characters and hyphenated words. Currently existing 
systems are not designed to work with OCR-ized PDFs [12], 
raising challenges while trying to properly restructure the 
recognized text. The identified issues imposed the necessity 
of a workflow that can identify and correlate section titles 
with their content, recognize paragraphs boundaries, merge 
hyphenated words and accurately identify and extract images 
or tables. The Lib2Life document processing workflow (see 
Figure 2) is designed to index documents into Elasticsearch 
and facilitate the search for relevant resources based on 
keywords. 

Figure 2. Lib2Life document processing workflow. 

Documents are parsed line by line, identifying relevant 
sections and metadata within the document such as section 
titles, section headings, paragraphs, images, tables, and the 
table of contents. Paragraph boundaries are reconstructed, 
and hyphenated words are merged. The document title, the 
author, and the publishing year are extracted from the first 
page (if they are available) and are passed to the processing 
phase. The librarian has the facility to manually introduce a 
document’s metadata when uploading the file – see Figure 3. 
After the initial upload, three steps are performed: 
1) detection and extraction of the table of contents and
corresponding text; 2) information extraction using NLP
techniques and heuristics; and 3) manual text editing.
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Figure 3. Document uploading and corresponding metadata. 

Table of Contents Extraction 

Two approaches were considered for extracting the Table of 
Contents (TOC): 1) correlating section titles with their 
content; 2) finding the predominant font type. The TOC 
extraction is performed by identifying the first page of the 
TOC within the first or last pages of a document. Specific 
words from the Romanian dictionary, such as „cuprins”, 
„tabela”, or „tabla de materii”, are looked for. The OCR-ized 
text may contain errors like white spaces or symbols or may 
be split on several lines, which imposed additional 
validations using regular expressions. Mapping the section 
title with its corresponding page number was done in 
accordance with lines ending with digits. Additionally, 
empirical values were set for the number of lines ending with 
digits (more than 3), the max number of pages for TOC (10 
pages). TOC entries are then parsed using regular 
expressions to extract the section title and the associated 
page range. Figure 4 shows an extracted TOC. 
For documents that lack the presence of TOC, the second 
approach is used in order to identify sections and paragraphs 
based on the most common font available in the document. 

Figure 4. Table of Contents Extraction 

Font name, font size, and text positions are stored in a list 
that is later on used to identify the type of the text (section 
title or body content), by comparing each line of text with the 
predominant font existing within the page. The two models 
were combined into a robust text extraction algorithm [12], 
that can easily adapt to most of the PDF document formats. 
The extracted text is then displayed in a rich text editor, 
enabling librarians to improve the extracted content by 
manually modifying the text. 
Extracting and Reconstructing Paragraphs 

At least one of the following conditions must be satisfied to 
detect a paragraph: 1) the previous line marks an ending 
sentence and the current line begins with an uppercase 
character; 2) the current line starts with a hyphen, depicting 
a conversation. A comparison of the original text versus the 
extracted text is shown in Figure 5. 

(a) 

(b) 

Figure 5. Part of the a) original text contained within the 
document versus b) text extracted by the algorithm. 
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Image Extraction 

The image extraction task is based on two approaches: 
1) parsing image identifiers, and 2) searching for unusual
shapes within a page and identifying the number of contained
colors. For example, if a page contains only text in the middle
top area and in the middle bottom of a specific area, with an
irregularly shaped rectangle designed on white, gray, and
black colors, then most probably the rectangle is an image,
even if no identifier is found. Image and text extraction tasks
were joined into one document iteration to reduce the time
complexity; thus, image extraction is automatically applied.
When parsing the text, three heuristics were applied. First, if
a designated word for figure descriptions (e.g., “Figura” or
“Fig.” in Romanian) is encountered, the location of the figure
is saved. Second, we conducted an experiment on the number
of characters existing in a page, which revealed the images
were found on pages with less than 200 characters. Thus, the
second heuristic compares the similarity of pixels and is
applied on pages with no characters: if the pixels on the page
are identical, the page is considered to be blank and it is thus
skipped. Third, one of the following conditions must be
satisfied to mark an entire page as an image: 1) the number
of characters is zero and the pixels are different; 2) the
character count is less than 200 and the text contains the
figure identifier caption. The extracted images are converted
to the base 64 format and the text caption is inserted into an
HTML tag at the end of each section or at the end of the book,
depending on the identified document structure.
Extraction of Tables 

The table extraction task raised several challenges due to 
improper state of the OCR-ized PDF documents. An analysis 
performed on the collection of documents showed that most 
tables contained un-aligned lines, missing data, or an 
irregular structure. Some documents contained hand-written 
tables, on which the existing APIs are not able to accurately 
detect table boundaries, or the content itself. The current 
table extraction algorithm is Nurminen Detection Algorithm 
from Tabula API (https://github.com/tabulapdf), which 
showed an average accuracy of 40%. If a TOC is detected, 
table extraction is applied on each page, storing the 
coordinates of all tables and mapping the table with the 
corresponding section. If no TOC found, the details of the 
detected tables are stored, mapped with page numbers, and 
appended at the end of the section or of the book, depending 
on the identified document structure. 
In addition, text cleaning steps are applied after extracting 
text from the document. These steps include removal of 
empty lines, removal of leading trailing spaces and other 
delimiter characters, concatenation of hyphenated words, 
appending white spaces for lines ending without  whitespace, 
skipping pages with less than 400 characters (or 60 words, as 
in (Foundant, n.d.). Figure 6 shows an example of a page 
skipped because it contained too few characters. 

Figure 6. Page skipped because it contains too few characters. 

Manual Content Editing 

The refined text is sent to the user interface in an editable 
rich text area using TinyMCE (https://www.tiny.cloud), 
which enables the user to modify the extracted text before 
saving the file in Elasticsearch– see Figure 7. The processed 
text is then converted to JSON and sent to Elasticsearch for 
indexing. The indexed documents are used in advanced 
features, such as the keywords-based and semantic search. 

Figure 7. Editing the automatically extracted text. 

After performing all the document processing steps, the book 
is saved and available to be accessed by users. Librarians can 
later on continue with editing the contents of the book and its 
metadata, while regular users can access its contents, 
perform searches and access the original PDF document. 
Semantic Search 

The search facility incorporated in the Lib2Life web portal 
relies on a semantic search algorithm. Due to the lack of 
annotations, the algorithm currently uses a K-Nearest 
Neighbors classifier with semantic distances based on word 
embeddings from ReaderBench. The workflow for semantic 
search is shown in Figure 8. 
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Figure 8. Semantic search algorithm. 

The service extracts keywords from the input query text 
using the Keywords Extraction endpoint provided by the 
ReaderBench framework. The output consists of lemmatized 
content words, with their corresponding relevance score. 
This set of words is used to find the top k-nearest documents 
using the “More Like This” query incorporated in 
Elasticsearch. The result of this query consists of a list of 
paragraphs with at least one of the keywords. The similarity 
between the paragraph and the query embeddings is 
afterwards used to predict the top nearest documents. The 
corresponding document for each paragraph is retrieved, and 
a list with the most similar documents is returned (see Figure 
9). 

Figure 9. The semantic search functionality besides traditional 
search mechanisms. 

The Web Portal 
The Lib2Life platform provides a web interface developed 
for librarians and readers – see Figure 10. The User Interface 
(UI) is created using the Angular framework, version 9 
(https://angular.io). Specific functionalities were developed 
for the two main roles: administrators (librarians) and 
readers. Librarians are able to upload, modify, and delete 
documents, while readers are only able to access the 
documents’ content. Both librarians and readers can use the 
keyword-based search with filtering criteria, as well as the 
semantic similarity function to retrieve similar documents. 
The web UI is connected to two application servers, one on 
Java, and another using the Flask framework developed in 
Python (https://github.com/pallets/flask). Both servers 
interact with an Elasticsearch instance for storing and 
retrieving indexed data. The ReaderBench API is used for 
performing advanced NLP processing, both for semantic 
search, and also for text extractions. 

Figure 10. The Lib2Life dashboard. 

The web portal incorporates an ontology viewer based on 
Protégé [10] – WebVOWL (http://vowl.visualdataweb.org/ 
webvowl.html). The underlying ontology is used for text 
categorization and for better contextualizing the covered 
domains [7]. Figure 11 introduces the Lib2Life ontology 
viewer depicting a knowledge domain, namely Linguistics 
and Philology together with its corresponding subclasses. 

RESULTS 
A survey was conducted, and a questionnaire was distributed 
to evaluate the initial version of our platform. Twenty-three 
users aged between 20 and 50 years old, with a background 
ranging from students to Ph.D., working in a wide range of 
activity domains, were asked various questions about the 
platform and their experience with it. Demographic data 
showed that 54% of the respondents were aged 20-30, 21% 
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were aged 30-40, while 20% were aged higher than 40 years 
old. In terms of gender, 59% of users were women, while 
41% were men. The education background included: high 
school – 4%, bachelor – 17%, master’s degree – 54%, and 
Ph.D. – 25%. The activity domain ranged from IT in general 
– 34%, research in NLP – 29%, education – 29%, medicine
– 4%, and graphic design – 4%. The users had to answer 14
Likert scale (1 – strongly disagree; 5 – fully agree) questions,
which are presented in Table 1. Users found the web
application intuitive, easy to use, and with a pleasing design.
The questionnaire included four open-ended questions,
allowing users to write opinions in natural language about
what they liked or disliked, what features they missed, and
what improvements should be performed to the application.

Figure 11. The Lib2Life ontology viewer. 

Based on the answers to the open-ended questions, we found 
that the full document visualization page needs to be 
modified, both in terms of performance and of functionality. 
Users also requested having access to additional filtering 
criteria for browsing the collection of books. In addition, 
users encountered some errors and requested optimizations 
in terms of response time. Moreover, the implementation of 
a personalized bookshelf was also suggested. 
A system limitation was met when text extraction algorithms 
did not work properly for some of the scanned documents. 
The solution relied on iteratively improving the OCR 
process. However, issues caused by improper scanning could 
not be always addressed. 
In addition, the Lib2Life system did not differentiate 
amongst document types. Using another iterative process, 
the text extraction algorithm had to be constantly adapted 
based on characteristics shown by each new analyzed 
document. However, different categories or domains of 
documents may exhibit category-specific characteristics. 

Thus, we will consider improving the text extraction process 
by taking into account the domain of the document. 

CONCLUSIONS AND FUTURE WORK 
The Lib2Life platform aims to empower virtual restoration 
of historical documents owned by Central University 
Libraries in Romania by providing access to the digitalized 
documents in an online environment. Lib2Life currently 
stores about 100 documents provided by partner libraries 
which were manually corrected and used for testing. 

Table 1. Feedback Questions. 

# Question M (SD) 

1 The Lib2Life application is intuitive. 4.57 (0.51) 

2 The Lib2Life application is easy to 
use. 4.87 (0.34) 

3 I could use the Lib2Life application 
without encountering errors. 4.13 (0.97) 

4 The uploading and correction 
processes are easy to use. 4.52 (0.68) 

5 The uploading and correction 
processes cover all the necessities. 4.43 (0.68) 

6 The documents’ visualization page is 
intuitive. 4.74 (0.69) 

7 The search engine and the filters work 
as expected. 4.22 (0.80) 

8 The search engine and the filters are 
intuitive. 4.22 (0.80) 

9 The information included in the 
statistics page is useful. 4.90 (0.30) 

10 The ontology is useful. 4.87 (0.34) 

11 The Lib2Life application has an 
intuitive design and is suited to a 
system dedicated to libraries. 

4.82 (0.50) 

12 I would like to see more statistics 
about available documents. 4.43 (.843) 

13 I would like to have more filters at my 
disposal on the dashboard page. 4.57 (.788) 

14 I would like to be able to access 
documents from multiple domains and 
multiple languages. 

4.91 (.288) 

Lib2Life is a novel platform that includes useful filters for 
searching books, as well as the opportunity to read a 
document in PDF format. Users can also explore the entire 
domain ontology. The semantic search algorithm allows 
readers to find the most relevant documents for a query, or 
to be provided with similar documents to a selected one. 
A usability questionnaire distributed to multiple users 
showed that the application is useful and includes a 
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convenient semantic search functionality. The questionnaire 
argued that Lib2Life stands as a suitable software application 
to enable individuals to access digitalized historical 
documents. However, users requested improved response 
times, reducing error messages, and fixing server-related 
issues. In addition, a simpler user interface, but with more in-
depth search criteria was also suggested. 
The particularities of the old Romanian language used in the 
indexed historical documents should be also further 
explored. Namely, archaic words and structures should be 
considered in ReaderBench as the current version only 
supports contemporary language. This can be performed 
with the help of the eDTLR dictionary [3], which is an 
electronic Romanian dictionary containing more than 
175,000 words. The temporal dimension should also be taken 
into account in a future version of the system, namely 
understanding how user preferences evolve over time, and 
followed by adjusting their recommendations. 
Lib2Life enables librarians to build up a repository for their 
collection of documents. The resulting collection may be 
used for performing analyses focused on the evolution of 
literature across time. Example analyses include correlations 
to major historical events, changes in writing styles [5], as 
well as exploring inter-textual links between documents.  
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