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Abstract. The computerized adaptive testing is an approach of the differential assessment 
which adapts the questions that are asked to the candidate’s ability level. Thus, the computer 
selects and displays the questions, then records and processes the candidate’s answers. The 
items’ selection is adaptive and it depends, on one hand, on the candidate’s answers to the 
previous questions and on the statistical qualities of the items, on the other hand. As 
compared to the traditional testing methods, where all candidates receive the same items, the 
computerized adaptive testing is managing a higher percentage of items, with appropriate 
difficulty levels. The items’ adaptive selection process results in higher levels of the scores’ 
precision and shorter tests. SITAC - the Innovative Computerized Adaptive Testing System 
represents a complex and innovative software product based on a computerized adaptive 
testing platform through which the testing of the persons will be performed, for the purpose 
of estimating their abilities, based on the answer previously delivered. 

Keywords: Computerized Adaptive Testing, Item Response Theory, Item Characteristic 
Curve, Logistic Model.  

1. Introduction 
The Computerized Adaptive Testing (CAT) is not a new concept, but it 
started to gain popularity along with technology development, which enabled 
easier implementations. At the international level, more and more 
organizations have grown conscious of the added-value that this testing 
manner may bring and choose to purchase such systems.  

The CAT modern algorithms are based on concepts from the Item 
Response Theory (IRT) and from statistical theories such as the maximum 
plausibility and the Bayesian estimation. IRT represents the study of the tests 
and questions’ assessment made on the basis of the assumptions regarding 
the mathematical relation between the ability of a candidate and the answers 
he/she gives to the questions. The adaptive tests based on the IRT contribute 
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to reducing the tests’ duration, as the adaptive test offers the questions that 
are most relevant for each candidate. 

Each examinee takes a unique test that is tailored to his or her ability level. 
Questions that have low information value about the test taker's proficiency 
are avoided such that test takers are challenged by test items at an appropriate 
level. They are not discouraged or annoyed by items that are far above or 
below their ability level. Because each test is unique to the examinee, it is 
more difficult to capture the entire pool of items. Doing so would require the 
careful collaboration of many examinees of varying ability levels. Less time 
is needed to administer CAT than fixed-item tests because fewer items are 
needed to achieve acceptable accuracy. Adaptive tests can result in a 50%–
90% reduction in the number of items administered, with no decrease in 
measurement quality (Brown & Weiss, 1977). 

The structure of this article is the following: The following section 
presents a detailed description of the concepts based on the IRT, followed by 
details on the structure of the CAT systems. After describing the SITAC 
project (principles, interfaces, results), the conclusions and future work 
section encourage the use and development of such systems for the purpose 
of improving them. 

2. Item Response Theory 

2.1 History 
The Classical Test Theory (CTT) was developed in the 1920’s (Bock, 1997) 
This theory is made up of multiple theories, such as the validity theory, the 
reliableness theory, the tests analysis theory, the items analysis theory, etc. 
Most of the practices were initially limited to psychological tests, being 
extended also to the education area later. However, a new testing theory, with 
a conceptual power higher than the classical one, was developed during the 
last 50 years. This is based rather on items than on the test scores and is known 
as the Item Response Theory (IRT). 

While the basic concepts of the IRT were and remained simple, the 
mathematics which is the basis for it is, though, advanced enough, as 
compared to the one used on the CTT. Thus, the examination of some of these 
concepts was difficult enough, without the performance of a great number of 
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calculations in order to get useful information by using the informatics 
technology; the evolution of one influenced, significantly, the other one. 

2.2 IRT vs. CTT 
IRT presents a series of benefits in the psychological and educational tests 
field, as it offers more adaptable and effective methods, together with their 
analysis and grading, unlike the ones derived from the CTT. IRT sets up a 
series of relations between the items’ properties and the operational features 
of the test which is made up of items. These relations can be validated for real 
tests having any duration. The IRT vision as to approaching the items or the 
small sets of similar items as interchangeable tests construction and grading 
units resulted in many innovations for the testing practice, especially when 
building item banks and adaptive tests. The first can significantly reduce the 
time and costs needed for producing a high-quality operational test. The 
second one, which comes either as computerized adaptive testing or in two 
testing stages, by using the `paper and pencil’ form, enables the shortening of 
the testing time to half or one-third of the duration needed for a conventional 
test, with the same precision. 

The capacity of withdrawing and replacing the items in one operational 
test without modifying the interpretation of the grading scale has the same 
importance for the long term testing and assessment programs. As the scores 
on the IRT scale are functions of the items’ estimated parameters, the 
calculation of scores will absorb possible differences of characteristics 
(difficulty, discrimination, etc.) between the withdrawn items and their 
replacements. Thus, the necessity to identify new items, with the same level 
of difficulty and discrimination power as the old items or for the study 
equivalent to the test reviewed separately of their operational use is 
eliminated, as requested in the classical theory. 

Another unique feature of the IRT is placing the items and candidates on 
the same scale. Response models on which the IRT models are based enable 
the analyst to specify the probability that a candidate with a certain score level 
shall respond correctly to a certain item. In CTT, the raw score of the 
candidate is the sum of all scores received for the test items. In IRT, we are 
mainly interested in whether a candidate answered correctly or not to each 
item and not in the raw scores of the test. This is due to the basic concepts of 
the IRT, which are based upon individual elements of a test, rather than on 
the answers.  
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Thus, it is clear that, in CTT, the test and the entire population of 

candidates are considered together, and the statistics are calculated based on 
this assumption. In IRT, we highlight the individual item and the individual 
candidate. 

2.3 Item Characteristic Curve 
In case of a typical test based on items, on any value of the ability, the 
probability of a correct answer !(#) will be reduced for the candidates with 
low ability and will be great for the candidates with high ability. The 
probability of a correct answer is almost 0 for the lowest levels of ability. This 
increases until it gets close to the value 1 for the highest levels of ability. This 
S-shaped curve (Figure 1) describes the relationships between the probability 
of a correct answer and the ability scale. In IRT, this is named the item 
characteristic curve (ICC) or the item response function (IRF). Taking into 
account the fact that each item of the test has a different difficulty, each item 
will have its own ICC.  

The result of the graphic representation of an ability function !(#) is an 
S-shaped curve (Figure 1). 

 
Figure 1: A general characteristic curve (Baker, 2001) 

ICC is the basic block of the item response theory; all of the other concepts 
of the theory are dependent on this curve. There are two technical features of 
the ICC used for describing that. The first is item difficulty. In IRT, the 
difficulty of an item describes where the item stands on the ability scale. For 
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example, an easy item is adequate for persons with reduced ability, while a 
difficult item is adequate for persons showing a high ability level; thus, we 
may say that difficulty is a localization coefficient. The second technical 
feature is discrimination, which describes how well an item can make the 
difference between the candidates with abilities below the position of the item 
and those having the level of abilities above its position. This feature reflects, 
in fact, how steep the ICC slope is. The more plane the curve is, the less will 
the item discriminate, as the probability of a correct answer on lower levels 
of ability is almost the same with the one for the higher levels of ability.  

Using these two descriptors, the general shape of the ICC can be described. 
These descriptors are used, also, for discussing the technical features of an 
item.  

In Figure 2, all characteristic curves are presented in the same chart. All 
these features the same level of discrimination but differ as regards the 
difficulty. The green curve represents an easy item, as the probability of a 
correct answer is great for candidates with the reduced ability and it gets close 
to 1 for the candidates with a high level of ability. The red curve represents a 
medium difficulty item, as the probability of a correct answer is reduced on 
candidates with reduced abilities, i.e., around 0.5 in the middle of the ability 
scale, and almost 1 for high levels of ability. The blue curve represents a 
difficult item for which the probability of a correct answer is low for persons 
with reduced abilities and will increase when higher levels of ability are 
attained.  

The discrimination concept is illustrated in Figure 3. The figure contains 
three ICC with the same level of difficulty, but different levels of 
discrimination. The magenta curve features a high level of discrimination, as 
its slope is steep enough in the middle, where the probability of a correct 
answer is changing very fast, as the ability level increases. Just a short 
distance to the left of the middle of the curve, the probability of correct 
response is much less than 0.5, and a short distance to the right the probability 
is much greater than 0.5. The blue curve represents an item with a moderate 
level of discrimination. The slope of this curve is smaller as compared to the 
previous curve, as the level of ability increases. However, the probability of 
a correct answer is almost 0 for candidates with the lowest levels of ability 
and almost 1 for candidates with the highest levels of ability. The green curve 
represents an item with weak discrimination. This features a very short slope, 
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and the probability of a correct answer is changing slowly along with the 
displayed ability range. 

Even on lower levels of ability, the probability to get a correct answer is 
high enough and it will only increase a little when higher levels of ability are 
reached (although the image shows an ability range that varies between -3 
and +3, this may, theoretically, vary between – ∞ and + ∞). 

 
Figure 2: Three characteristic curves with the same discrimination level, but featuring different 

difficulty levels (Baker, 2001) 

 
Figure 3: Three characteristic curves with the same difficulty level, but featuring different 

discrimination levels (Baker, 2001) 
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3. Characteristics of the CAT systems 

3.1 Basic component parts 
When IRT is used for processing the test data, the items’ calibration is a 
crucial component of the testing’s operation. Item’s calibration refers to the 
IRT models’ adjustment procedure using the data made up of the answers 
collected from a sample group of candidates and the estimation of parameters 
using these data.  

Modern assessments are based on great banks of items. Each item in the 
bank must be calibrated before being used in operational tests, and the 
accuracy of the calibrated items’ parameters affects directly the validity and 
reliableness of the test, which reflects upon the candidate’s assessment, the 
equivalence and the differential analysis of the item’s functioning, etc. 

A CAT system is, basically, made up of the following parts: 
1. Setting up the initial θ value; 
2. Methods of item selection; 
3. Methods of intermediate and final estimation of the θ value; 
4. Completion criteria. 

An initial θ value is necessary for a candidate at the beginning of the test, 
when no preliminary information about the candidate is available. A simple 
option is the use of the anticipated average distribution of the abilities as the 
initial value for all tested candidates. It is also possible to include a random 
value, in order to avoid offering certain similar initial items to the candidates. 

The methods of item selection represent the most important part of the 
CAT system. These must not only serve the purpose of optimizing the 
statistical efficiency as regards the estimation of the candidates’ ability 
parameters but also to fulfill more non-statistical constraints (e.g., balancing 
the content, number of words) and to control the degree of exposure of every 
item. 

The estimation of the ability can be made through a variety of methods 
developed for the IRT, the most used one being presented as follows: 

The component part regarding the completion criteria aims both the fixed 
length and the variable length CAT, with different rules, such as completing 
the test once a satisfactory level has been obtained for the standard error mean 
(SEM). 
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3.2 Logistic models 
IRT uses a variety of probabilistic models in order to shape up the probability 
of a correct answer if the item is assessed from the dichotomic point of view 
or some different levels of the answer if the item features more than two 
possible assessment levels (polychotomic). These probabilities depend on the 
item’s parameter and the candidate. When items are assessed from 
dichotomic point of view, i.e., by asking multiple answers questions, the most 
common IRT models used are the logistic models with one, two or three 
parameters (1PL, 2PL, 3PL).   The probability of a correct answer for an item 
j assigned to a candidate regarding the ability θ is shaped up by the following 
item response functions (IRF): 

 
• The logistic model featuring one parameter: 

!%(#) = 1/(1 + *+,-.+/01) 
• The logistic model featuring two parameters: 

!%(#) = 1/(1 + *+20-.+/01) 
• The logistic model featuring three parameters: 

!%(#) = 3% + -1 − 3%151 ∕ 1 + *+207.+/089 
Where: 

:% = discrimination of item j; 
;% = difficulty of item j; 
3% = the guess factor for item j; 

All these parameters of the item which vary according to the individual 
items describe the features of each item. The 1PL model is the simplest of all 
three but has the highest assumption degree: all items have the same 
discrimination power and the chances of guessing the correct answer are not 
taken into consideration. The 2PL model does not consider guessing the 
correct answer, but it supposes a various discrimination power, shaped up by 
means of parameter a. The 3PL model includes all the three parameters, 
which may delimit a more complete profile of an item. The purpose of 
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calibrating the items is to assess these parameters by using statistic algorithms 
for a data sample made up of the candidates’ answers. 

In case the answers related to an item can be assessed with more than two 
levels, such as the short answers with partial credit, a series of IRT 
polychotomic models can be used for shaping up the answer related data, such 
as the gradual answer model (GAM; Samejima, 1969), the partial credit 
model (PCM; Masters, 1982), the generalized partial credit model (G-PCM; 
Muraki, 1992), the rating scale model (RSM; Andrich, 1978), or the nominal 
answer model (NAM: Bock, 1972). 

In the IRT, both the candidate’s parameters and the item’s parameters are 
invariable in relation with the sample. This means that, if a different set of 
items are administered to a candidate, the assessment of the ability parameter 
should generate the same value, excluding the random perturbation. Also, if 
a different group of candidates would get the item, the assessment of the 
items’ parameters should, also, generate the same values, excluding the 
random perturbation. This feature of invariant is related to the sample sets up 
the basis of the adaptive selection of the item within the CAT. 

3.3 The Fisher Information 
The IRT, the standard error measurement (SEM) is not constant anymore for 
different levels of ability. Otherwise, the Fisher information, a classic 
statistical indicator, has been introduced in the IRT in order to supply the 
lower limit of the SEM’s square on each θ level. 

In case of the dichotomic IRT models, the Fisher information regarding 
the θ ability can be reduced to the form: 

<(#) == 7!%>(#)?8
!%(#)71 − !%(#)8

@

%A,
 

Where: 

j = 1, 2 …, J – the J items to which the candidate answered;  
!%(#) = the item response function formulated for the logistic models 1PL, 
2PL, 3PL. 

The Fisher information has a crucial role in selecting the items within the 
CAT. The most well-known method of selecting the item in the CAT, the 
maximum Fisher information method (Lord, 1980), selects the item which 
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maximizes the Fisher information for the estimation of q. This method 
maximizes directly the SEM for q on the asymptotic level. The Fisher 
informational matrix for the parameters’ vector of the item is also important 
during the items calibration stage for the optimum sampling of the candidates. 

4. SITAC – Innovative Computerized Adaptive Testing 
System 

4.1 Context 
The classical test theory is intended for developing conventional tests which 
use a fixed set of questions/items selected on the basis of the data related to a 
group of respondents. Even though this theory governed a multitude of testing 
instruments in time, it features a series of drawbacks of which the most 
important is represented by the low precision in measuring the candidates’ 
abilities, as, many times, these do not receive questions related to the abilities 
they have. 

Along with the development of the information technology and the 
refinement of the mathematical models, the ways of testing and assessing 
have progressed, as well. Thus, a new generation of tests started to gain 
ground as much as possible, worldwide, due to a new testing paradigm: the 
computerized adaptive testing. 

4.2 Description 
SITAC is implementing these paradigms for the purpose of increasing the 
contribution of the information technology and communications sector to the 
development of the Romanian economy. The innovative character of the 
project consists of the adaptive testing technology which supposes the 
elaboration of tests related to the level of the candidate which takes them. 
Thus, the proposed system performs the automatic adjustment of the 
examination according to the tested candidate’s level of knowledge: in case 
the candidate answers correctly to the question, he/she will be asked more 
difficult questions successively, and, in case this answers incorrectly, he/she 
will then be asked easier questions, successively.  
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The system performs, thus, a more accurate assessment of the candidate, 

as compared to reality, taking into account that this will be tested according 
to the level of knowledge he/she owns, with no need to test lower or higher 
levels of his/her ability. In other words, it is not necessary to ask a candidate 
with a high level of knowledge very easy questions, as it is obvious that he/she 
has more advanced knowledge and knows the answer to those questions. 

From the point of view of the measurement, two main objectives of the 
testing can be distinguished: 

1. Estimation - the purpose is to get a valuation of the expertise, ability or 
performance of a person in a field that is well defined on a one-
dimensional scale. Traditionally, CAT is designed for reaching this 
objective as fast and as precisely as possible; 

2. Classification - the purpose is to determine which of the levels limited 
by expertise or performance classes a person belongs to. 

In this case, one or more demarcation points shall be set up on the ability 
scale in order to decide the category a person belongs to. A precise estimation 
of the person’s ability is not so important, but rather the classification within 
a certain category. 

The basic principle of adaptive testing is simple: avoiding asking the tested 
candidates questions that are too difficult or too easy. Because we are sure 
enough (but not completely sure) that those candidates with high levels of 
ability will answer the easy items correctly and that those candidates lacking 
some skills will blunder into difficult questions and that we cannot jump to 
any useful conclusions following these answers. Much more useful is to ask 
the questions which pose challenges to the candidates, without overwhelming 
them. The correct identification and the subsequent asking of these questions 
represent the purpose of this adaptive test. 

The adaptive test consists of 2 main steps, the questions selection, and the 
score estimation, respectively. 

The first step determines the most appropriate question (or collection of 
questions) to be asked, taking into account what we know about the 
candidate’s level of performance. The selection is made from a pool of 
questions containing more questions than the test given to the candidate. 

The second step uses the answers to the questions that were previously 
asked, in order to refine the score of the candidate or the performance 
assessment. This allows the following questions to be more appropriate. This 
cycle is continued until either a certain number of questions were asked, or a 
certain precision was reached in estimating the score. 
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A diagram of the process is presented in Figure 4. 

 
Figure 4: CAT flowchart 

Start. After each item is given, a selection procedure for the next item is 
implemented. An item will be chosen from the bank of items, which is in 
accordance with the answers given by the candidate up until that moment: 
thus, adapted or created on the level of the tested candidate’s quality.  

Selection. The item selection procedure is responsible for increasing the 
guaranteed efficiency of the CAT. This is based upon the information concept 
the basic idea of which is that the item which is supposed to offer the best 
informational value for the candidate with the ability q demonstrated by that 
moment will be given. 

Management and assessment. These stages of the CAT algorithm are 
clear enough: item is presented, the candidate answers the item, the answer is 
assessed. 
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Calculating the score. During the calculation stage, the candidates’ 

scores are processed. The statistic procedures determine, based on the items’ 
score, the assessment of the ability q and an indicator regarding the precision 
of this estimation. 

Stop. After the management of each item, a decision is made whether to 
select another item or the testing can be ended. The criteria for completing 
the testing are: 

1. The accuracy of estimating the ability q; 
2. The accuracy of the decision to classify the candidate; 
3. The maximum (and possibly, the minimum) available time for 

testing or the number of items which can be managed. 
Reporting. Possible reports: 

1. Report on the estimated q ability; 
2. Simple graphic report on the category in which the candidate is 

classified. 
 

The application SITAC contains five testing areas amounting to over 4200 
calibrated items, respectively: 

1. Determining primary psychological factors at the end of 
secondary school; 

2. The psychological establishment of nodal points in choosing the 
right career; 

3. The psychological highlighting of positive aspects and improving 
negative aspects targeting individual performance; 

4. Accountancy; 
5. Civil servants. 

The first three areas belong to the psychological field. They consist of both 
right/wrong answer questions to determine the cognitive abilities and no 
correct answer questions to determine the personality traits and areas of 
interest. These tests were designed to be used especially in schools their main 
purpose being advising students in their career choices. Furthermore, they can 
be used very well in companies and public institutions for employee 
assessments. 

The accountancy and the civil servants test only contain right/wrong 
answer questions and their purpose is to determine the ability level in these 
areas. 
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In addition to these predefined testing areas, SITAC allows the user to 

define an unlimited number of them. New areas can be defined by 
administrators by inputting certain specific information and adding new 
calibrated items. 

In order to create a new testing area, the user has to fill in the required 
information (name, language, keywords, etc.). The next step is to add new 
calibrated items by entering the questions, answer options, calibration 
parameters and response time.  It also allows the addition of images both in 
the question and in the answer options (Figure 5). 

 
Figure 5 – An example of a multiple answer question having an image in its description 

The system also allows for the management of invitations to the testing 
platform. These can be defined by administrators, and the target groups will 
be notified by email. 

The test starts by providing the candidate a question of medium level 
difficulty. The algorithm will adjust the following question considering the 
candidate profile based on the previous responses. This process will be 
repeated until a stop criterion is verified. 

If the candidate does not respond to an item in the assigned time, the 
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answer to that item will be considered wrong. The candidate has the 
possibility to pause a test two times and resuming the test where it was left. 

5. User Interface / Results 
The viewing of the results of the test differs according to the role of the user 
accessing them. Thus, the candidate may view the result as a report, both 
textual and graphical, while the examiner is supplied other additional 
information such as the personal data of the candidate and the answers to each 
item. 

 
Figure 6: Test result example - examiner interface (psychological test) 

Figure 6 shows the result of a person in a psychological test. It is 
represented both in textual and graphic form and measures both the 
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personality traits of the person in question and the cognitive skills. For an 
easier interpretation, the dimensions are represented using radar charts. 

For tests that determine the ability of a candidate in a particular field, the 
result displays a report containing the total number of questions, the number 
of the right answers, the test duration, the ability level, and an ability scale. 
The report contains also a graphic in order to compare the candidate’s results 
with the results of other candidates (Figure 7). 

The candidate can view his/her score at any test he/she took in the past in 
order to compare the results and to become more aware of his/her evolution. 

Moreover, the candidate can send feedback at any question he/she wants 
in case he/she notices something that has to be reported. 

 
Figure 7: Test result example - examiner interface (custom history test) 
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6. Conclusions and Future Work 
By eliminating the management of the items with inappropriate difficulty, the 
computerized adaptive testing may reduce the testing time, increase the 
precision of the measurements and reduce the error of measurement 
appearing due to boredom, frustration or guessing.  

In the computerized adaptive testing systems, the level of ability of a 
candidate is re-assessed after each item resolved on the basis of the answers 
given for all previous items and the testing is completed when a certain 
criterion for measuring precision is met. 

The computerized adaptive testing is based upon the Item Response 
Theory. This describes a set of probabilistic models wherein a set of 
parameters defining an item (difficulty, discrimination, guessing) interact 
with the level of ability a candidate owns in order to determine the probability 
of a correct answer for that item. 

Within the item response theory, the ability and difficulty of the item are 
placed on the same scale. 

If the ability of the candidate is relatively high as related to the item 
difficulty, the probability of a correct answer for that very item is high. 

Otherwise, if the ability is reduced in relation to the level of difficulty, the 
probability of a correct answer will decrease and that of an incorrect answer 
will increase.  

IRT models benefit from some features which make them useful for the 
CAT systems. One of these is the parameters invariance concept which states 
that the items’ parameters are independent of the group of candidates for 
whom these are calibrated, and that the assessment of the ability is 
independent of the particular items a candidate receives. 

The effects of such a system are obvious both from the point of view of 
the organization responsible for the testing and of the candidates sustaining 
it. For the first ones, the use of SITAC will massively reduce the costs with 
the development of tests as well as the costs with other administrative 
elements involved by such a process (e.g., costs with organizing a test) and 
will offer a better support for selecting the appropriate candidates, increasing 
the efficiency and productivity of the company. For the candidates, using 
SITAC will reduce the time spent during testing, will improve the testing 
experience and will also offer an accurate reflection of the level of knowledge 
on the basis of which he/she can further develop skills. 

Although the adaptive testing systems have made significant progress, 
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these also featured a series of limitations. A major limitation is represented 
by the lack of possibility to review, as the CAT systems and, in particular, 
SITAC, do not allow a return to the items having already been administered. 
This return would be necessary in case of failed starts due to the candidates’ 
severe anxiety. Also, the SITAC is designed to select the best items from the 
bank, which means that these items will become overexposed, an aspect 
which could be improved by implementing an exposure rate control 
algorithm. 

CAT requires careful item calibration. This, in turn, requires that extensive 
data be collected on a large item pool. The development of a sufficiently large 
item pool is one of the biggest constraints to the widespread use of CAT. 

Another aspect not to be neglected is the one related to public relations. 
Due to the complexity and the significant difference in relation with the 
familiarity of the traditional testing paradigm, an organization must make 
more efforts in the area of public relations in order to explain CAT and the 
reasons for using it.  

However, it must be taken into account that the CAT has also a major 
social impact over the tested candidates. Considering the experiments that 
were performed in a large scale, it was demonstrated that the adaptive 
algorithm for construction of questions has a positive impact on student 
willingness to use the system (Papoušek & Pelánek, 2015). Nevertheless, in 
the artificial intelligence in the education community, this aspect is worth 
attention since it is usually not studied or taken into account. 
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