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Abstract. This paper describes a method for identifying the most relevant or essential terms 
in a question: the words that define the meaning of the question and whose removal makes it 
impossible to be answered correctly even by human agents. We use an artificial neural 
network architecture built upon semantic and syntactic features extracted from the question. 
The neural network prediction represents the degree to which the given term is essential to 
the question. The model has been trained and validated on a dataset consisting of 2233 
questions and about human 18000 labeled terms with essentialness information. It achieves 
an F1 score of 0.80 which is similar to other state-of-the-art approaches but requires fewer 
features (15 compared to 120 features used by similar works) and is much easier to train. We 
further show how using only essential term information can improve the accuracy of a multi-
choice question answering system, based on standard information retrieval (IR) techniques, 
by up to 4%. 

Keywords: Natural Language Processing, Question Answering, Information Retrieval; 
Essential Terms, Dependency Parsing, Neural Networks.  

1. Introduction 
Learning what is essential in a question is a fundamental problem when 
dealing with question answering (QA) systems. Our proposed hypothesis 
suggests that by using relevant information from questions (words that are 
essential to a question compared to words that can be actually removed from 
the question without altering its core meaning) the accuracy of a QA system 
that relies only on information retrieval (IR) techniques can be significantly 
improved. Naïve IR approaches can be adjusted by filtering out terms from 
the question that are not relevant. For example, consider the question: “When 
carbon and oxygen combine chemically, the mass of the product is”. One can 
argue that the essential terms are: “carbon”, “oxygen”, “mass”, and “product” 
with “mass” probably being the most important of them. We can think of a 
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term being essential if and only if by dropping it from the question the global 
meaning is completely altered and a human agent cannot possibly answer the 
question correctly (because vital pieces from the question are missing). If we 
filter out “mass”, “carbon”, and “oxygen”, then the question remains: “When 
and combine chemically, the of the product is”. It is clear that we cannot 
answer this question anymore because its core meaning has been altered. 

Following recent work in this area (Khashabi et al., 2017), we propose an 
artificial neural network architecture that is able to identify essential terms in 
a question with state-of-the-art accuracy. We use the dataset collected by 
Khashabi et al. (2017) consisting of 2233 questions where each term is 
labeled with a number between 0 and 5 (from not essential to very important 
to the question at hand). The output of the neural network is a probability 
distribution over the classes from 0 to 5 with the following interpretation: 
what is the probability that the term has importance level	", where " ranges 
from 0 to 5. In order to predict the essentialness of a term, one can compute 
the expected value of the network output. Considering the size of the dataset, 
a recurrent neural network alone – like a Long Short-Term Memory (LSTM) 
described by Hochreiter and Schmidhuber (1997) – is not able to extract 
relevant information. The model is very likely to overfit on the training 
dataset and to perform poorly on new, unseen questions due to the small size 
of the training set.  It turns out that in order to achieve high performance, the 
network needs to be fed with semantic and syntactic features computed a 
priori (before the network is trained) from the question. Ideally, these features 
could have been learned by the neural network supposing we would had 
enough data, but this is not the case: only 2223 questions with about 15 terms 
per question is way less than what a neural network requires in order to learn 
complex hypothesis. 

The paper continues with an overview of the most representative work in 
question answering systems using multi-choice science questions and the 
importance of essential terms in this context. In Section 3 we present the 
proposed neural based classifier using syntactic and semantic information to 
extract essential terms from a question. Section 4 offers an overview of the 
results, both in terms of accuracy for computing the essentialness score for a 
term and in the improvement this method offers to a baseline IR question 
answering system. Future research directions are briefly discussed at the end. 
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2. Related work 
The main purpose of this paper is to provide a way for question answering 
(QA) systems to identify the core concepts in a question and then to employ 
this information to improve the performance of the QA system. Question 
answering is an important and difficult task for the artificial intelligence 
world, especially when we talk about difficult questions which require a form 
of inference to detect the correct answer. A lot of work has been done in order 
to improve the information retrieval baseline and to give a better sense of 
what an agent could achieve with proper, structured knowledge. For example, 
several Markov Logic Network (MLN) systems with text-derived knowledge 
were built by Khot et al. (2015): a first-order logic MLN, an entity resolution 
MLN, and a custom approach called Praline. However, the best reasoning-
based configuration still does not outperform a simple bag-of-words approach 
over Wikipedia. The two key issues are that translating from natural language 
to first-order logic in an efficient and accurate way is hard and that a lot of 
relevant rules cannot be applied because their preconditions are not fully 
satisfied. 

A method that uses a structured inference system in which the question 
answering problem is formulated as an Integer Linear Program (ILP) was also 
proposed and tested by Khashabi et al. (2016). It works by representing 
knowledge in tables where each row is a predicate of arity # (number of 
columns) over strings, where each string is a short natural language sentence. 
The QA problem is viewed as an optimal sub-graph selection problem, where 
the algorithm tries to find the pair (question, answer) that best fits the 
knowledge base. For evaluation, an easier dataset has been used, consisting 
of multiple-choice questions from 12 years of the NY Regents 4th Grade 
science exams. However, even in this case of a much easier dataset, the ILP 
approach outperformed the simple IR by only 3%. 

Ensemble models trying to solving the QA problem have also been 
proposed. Clark et al. (2016) described a model which combines all of the 
following: an information retrieval solver based on Lucene, statistical 
information using Pointwise Mutual Information (PMI), text similarity using 
word embeddings and a simple Support Vector Machine (SVM), and 
structured knowledge solvers. The model has been tested on the NY Regents 
4th Grade Science exams and clearly outperforms any other candidate so far 
(on that particular dataset). 
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One of the proposed solutions that makes use of machine learning 
techniques is the one by Jansen et al. (2017). They have used potential answer 
justifications for each answer candidate not only to improve the accuracy of 
the system, but also to provide simple, natural language explanations for the 
chosen answer. These are useful when one needs very high confidence in the 
answer selected by the system as the correct one. For example, in the medical 
domain, the answer and its justification may be reviewed by a human in order 
to validate that it is indeed correct. 

Another deep learning approach proposed by Nicula et al. (2018) is using 
relevant candidate contexts extracted from Wikipedia in order to answer the 
questions correctly. More recently, some work has been invested in learning 
essential terms in questions. These approaches are using either machine 
learning (Khashabi et al., 2017) or cognitive psychology and rule-based 
systems (Jansen et al., 2017). 

3. Proposed solution 
We propose a neural network architecture that receives a question, along with 
syntactic and semantic information extracted from it, and a term from the 
question and predicts whether the term is essential or not for the meaning of 
the question (a score from 0 to 5). The syntactic and semantic information is 
very important in improving model’s accuracy, as we will see in the 
evaluation section. The architecture of the neural network has been designed 
around the following features: 

a. The question itself which has been tokenized and then embedded into 
a 50-dimensional space using pre-trained GloVe (Pennington et al., 2014) 
word vectors. The question is then passed through a Long Short-Term 
Memory (Hochreiter and Schmidhuber, 1997) recurrent neural network. 

b. The concatenation of all the answers (each multi-choice question in 
the dataset has 4 possible answers), which are also embedded into a 50-
dimensional space using pre-trained GloVe word vectors and then passed 
through an LSTM as above, with independent weights. 

c. The term, which is projected into a 50-dimensional space using pre-
trained GloVe (same embeddings as the question and the answer). 

d. Is science term? – We use a list of 9144 science terms as provided by 
Khashabi et al. (2016). The dataset we use for training and validation 
(Khashabi et al., 2017) contains science-related questions, therefore, not 
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surprisingly, this indicator turns out to be very useful as many relevant terms 
are, indeed, science terms (atom, gravity, etc.). 

e. Is the term a stop word? – We use the SMART stop words list (Salton, 
1971) along with the stop words identified by spaCy12 after sentence parsing. 

f. Concreteness rating – A number between 1 (highly abstract) and 5 
(highly concrete) following the work by Brysbaert et al. (2014). As indicated 
by previous analysis (Jansen et al., 2017), words that are approximately 50% 
to 80% concrete tend to be used for reasoning about science questions and 
are often the core concepts of a question. 

 
     Figure 1. POS embeddings projected on a 2D space using PCA 

g. Part of speech (POS) – Each term is tagged with a part of speech 
(using the Penn Treebank II tag set with about 60 parts of speech types). In 
order to include this feature in the neural network, we chose to embed each 
POS tag into a 5-dimensional real space. This is due to the fact that a 60-
dimensional one-hot vector would introduce too many parameters in the 
network and the dataset is not that large to ensure a proper training. We want 
to use as few parameters as possible while keeping the expressive power as 

                                                
12 https://spacy.io/ (last accessed November 2018) 
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high as possible. The POS embeddings have been computed using the skip-
gram model (Mikolov et al., 2013) over the question answering ARC Corpus 
(Clark et al., 2018). The intuition behind this approach is that similar POS 
tags (like verb past tense and verb past participle) tend to behave similarly in 
closely related contexts – one can easily swap a past tense form verb with the 
past participle form of the same verb when it comes to reasoning (e.g. “I went 
to school” and “I have been to school”). We can examine the similarities the 
model has learned by projecting the 5-dimensional space into a 2-dimensional 
space using principal component analysis (PCA) – see Figure 1. 

h. Dependency relation (DEP) connecting the term to its parent in the 
dependency parse tree. We used spaCy to assign dependency relations to each 
term in the question. The English dependency labels follow the CLEAR Style 
by ClearNLP (Choi and Palmer, 2012) which is closely related to the 
Universal Stanford Dependencies (De Marneffe et al., 2014). Because the 
number of dependency labels is quite large (about 65) we used the same 
strategy as for POS tagging. In Figure 2, we can observe that similar 
dependencies are grouped in the same region (e.g. csubjpass and nsubjpas, 
nummod and nmod). This is exactly what we want to capture in the 
dependency embeddings. 

 

 
Figure 2. DEP embeddings projected on a 2D space using PCA 
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i. Degree centrality – For each vertex (corresponding to a term) in the 

dependency graph, we count the number of edges connected to that vertex 
(the degree). We then normalize all the degrees in the range [0, 1] using the 
softmax function. This makes possible to compare degree centrality measures 
from different dependency graphs. See Figure 3 and Table 1 for a complete 
example on the way degree centrality is computed. 

j. Closeness centrality – Defined as the reciprocal of the sum of the 
lengths of the shortest paths between a node and any other node in the 
dependency graph. The cost of every edge is 1, independent of the 
dependency relation on that edge. Formally, the equation is: 

$(&) = 	
)

∑ +(&, -).

 (1) 

where ) is the number of terms in the question, &, - are arbitrary terms and 
+(&, -) is the shortest distance between & and - in the dependency graph. A 
term that is “close” to all other terms in the question has a closeness centrality 
score greater than a term which is far away from the other terms in the 
question. This feature is helpful for capturing the core terms in the question, 
which are the terms closely related to many other terms. 

 
Figure 3. Dependency graph for the question “How can the wind affect the speed of a car?” 

k. Eigenvector centrality – Which describes another way to capture how 
important a word is in a sentence. This is similar to the PageRank algorithm 
(Page et al., 1999) applied to dependency graphs. Given a graph	/	 = 	 (0, 1) 
defined by its adjacency matrix	2, the relative score of a vertex 3 ∈ 0 is: 
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&(3) = 	
1

6
7 &(8)

9∈:(;)

 (2) 

where by )(3) we denote the set of neighbors of vertex 3. The equation 
above can be rewritten as 2& = 	6& and solved for the largest real eigenvalue 
which gives the centrality measure (using the Perron –Frobenius theorem). 

Table 1. Centrality scores for the question “How can the wind affect the speed of a car?” 

Term Degree centrality Closeness centrality Eigenvector centrality 

How 0.0133 0.37 0.261 
can 0.0133 0.37 0.261 
the 0.0133 0.32 0.176 

wind 0.0361 0.4 0.315 
affect 0.7265 0.55 0.632 
speed 0.0983 0.52 0.427 

of 0.0361 0.41 0.222 
a 0.0133 0.25 0.046 

car 0.0361 0.32 0.111 
? 0.0133 0.37 0.261 

 
l. Pointwise Mutual Information – Given a term,	&, for each unigram, 

bigram and trigram, -, in the corresponding question and all possible answers 
we compute the normalized pointwise mutual information (NPMI) as 
described by Church et al. (1990): 

<=>(&, -) = log
B(&, -)

B(&)B(-)
 (3) 

 

	)<=>(&, -) = 	
<=>(&, -)

−log	(B(&, -))
= 	
log	(B(&)B(-))

log	(B(&, -))
− 1 (4) 

 
where B(&, -)  is the probability that n-grams & and - occur together (within 
some window) in a corpus. For computing the occurrence statistics, we used 
the ARC Corpus as well as about 65% of the March 2018 Wikipedia dump. 
A NPMI score close to 1 indicates that n-grams tend to appear together in 
similar contexts so they are correlated in some sense. Next we present a 
sample of computed NPMI scores, while Figure 4 highlights the correlation 
between NMI and computed essentialness scores: 
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• )<=>	D(′ℎGHGIJK), (′LM8INK,K JN.K )P = 0.903 
• )<=>	D(′TLBℎUVUTIJK, ), (′WGBNUHGJK, )P = 	0.733 
• )<=>	D(′GHGYNWMLTZIGNJK, ), (′GHGYNWUYK,K LMNMWJK,K ZGIGWTNMWJK)P = 	0.6298 
• )<=>	D(′YTWK), (′^TNGWK)P = 	−0.049	

 
Figure 4. Correlation between term importance and NPMI values for the question “What happens at 

the boiling point of a substance?” 

m. Named Entity (NER) – Each term in a question is labeled with a 
category (e.g. company, location, organization, products, or other). This may 
be useful for the neural network in order to learn complex hypothesis. It may 
be the case that entities representing companies or locations are important 
aspects of a question. 

n. Other Boolean features such as term is in upper case, term is a 
currency, term is a number. 

It is important to mention that all inputs whose value are a single real 
number (like concreteness rating) have been expanded into polynomial 
features. That is, we insert into the network, not only the input itself but also 
natural powers of the input (e.g.	&`, &a) up to some power (which has been 
determined by fine tuning on the cross validation dataset). Again, this trick 
will eventually help the neural network to learn a good hypothesis given the 
small dataset used from training. Figure 5 describes the entire architecture of 
the neural network that we have trained for prediction. 
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Figure 5. Neural network architecture for computing the essentialness score of a term 

The entire dataset has been split into 80% - 10% - 10% batches for training, 
validation, and testing. The model hyper-parameters have been fine-tuned on 
the validation dataset and final results are reported (see Results section) on 
the test set. We varied (using grid search) LSTM hidden units in range 10 to 
60, dense layer size from 10 to 100 and we added dropout (including recurrent 
dropout for the LSTM) in the range from 0.1 to 0.5. The best combination of 
values has been chosen with respect to the accuracy on the validation set. 
Dropout layers turned out to be very useful in this particular context because 
they reduce the network’s tendency to memorize important terms. Also, 
dropout improves the network’s capacity to generalize on new, unseen terms 
(like terms in the test set). 

4. Evaluation and results 
In order to evaluate the proposed essentialness prediction method, we have 
used the dataset collected by Khashabi et al. (2017). The dataset contains 
about 180 duplicate questions which have been completely removed so as to 
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be sure that the cross-validation and test sets are completely independent of 
the train set and there is no overlap between any two of them. This operation 
is very important in order to make sure that the obtained results are correct 
and meaningful. We report the performance of the model as a 6-way 
classification problem (each term is classified on a scale from 0 – irrelevant, 
to 5 – very important) and as a binary classification problem (essential versus 
not essential). The dataset is skewed, therefore we report F1 scores when it 
comes to binary classification. The neural network previously described has 
387,446 parameters, from which 97,496 are trainable and 289,950 non-
trainable. The neural network has been trained for 400 epochs with a batch 
size of 4,000 using ADAM optimizer (Ba et al., 2014). The output of the 
neural network is a probability distribution over the importance of the term 
(scores from 0 to 5). The threshold above which a term is considered essential 
affects the accuracy of the model. We decided not to fix it at 0.5 but to choose 
it such that the F1 score is maximized as shown in Figure 6. The performance 
for the binary classification task when the threshold is fixed 0.5 is presented 
in Table 2. 

 
Figure 6.  F1 score when varying the lower limit for a term to be essential. Maximum F1 score 

(80.1%) is obtained when the threshold is 0.4. 
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Our model is based on the observation that a simple neural network is not 
able to learn interesting features given the small dataset. The hypothesis is 
that injecting manually handcrafted features into the network (as inputs 
computed a priori to training) will increase the performance. In order to 
validate this hypothesis, we have identified how each feature affected the 
accuracy of the system. See Table 3 for a complete list of ablation tests, where 
the accuracy is measured for the 6-class classifier. 

Table 2. Binary classification performance with the threshold fixed at 0.5 
Metric Value 

Accuracy 86.57% 
Precision 76.31% 

Recall 79.17% 
F1 0.78 

 

The best model published so far, reporting results on the same dataset we 
used, achieves an F1 score of roughly 0.81 but uses a SVM classifier and 120 
hand-crafted features (Khashabi et al., 2017). Our model performance is 
similar but the neural network itself is much easier to train (20 features versus 
about 120). Furthermore, the proposed model will likely benefit from a larger 
training dataset which might not be the case of the SVM.  

Table 3. Feature contribution to model’s performance for 6-way classification (validation dataset) 
Features 6-way accuracy 

Is science term only 59.42% 
Concreteness rating only 54.05% 

POS only 59.40% 
All above 60.50% 

Is stop term 58.40% 
Centrality measures (all 3) 60.80% 

All above 62.50% 
PMI + all above 63.40% 

DEP + NER + all above 64.30% 
LSTM only 65.21% 

LSTM + all above 68.29% 
 
From all the features we described earlier,  the following have also been 

used by Khashabi et al. (2017): is science term, POS tag, NER information, 
and PMI values. Apart from these, we have added the rest of the features 
(about 10 of them) at the sentence level using dependency graphs, rather than 
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the word level. Those features are important because it is often very hard to 
categorize a term as essential or not based only on the term itself – the 
surrounding context and the core meaning of the question are very important. 
Centrality measures are useful especially when combined with other features 
like: is stop term or POS tag. This is caused by the fact that some words have 
a large centrality value but they do not represent an important term (usually 
stop words also have large centrality values). The neural network should be 
able to combine input data giving rise to more complex hidden features (e.g. 
if the term has a high centrality measure and the part-of-speech is VERB then 
is important, if it is an abstract term used as a noun and it is the subject of the 
sentence then is very important). We should emphasize one more time that 
input features taken independently are not very useful (see Table 3), but 
combined can lead to a powerful classification model. By using only 20 
features (including LSTM score) we achieved about the same F1 score as 
other similar state-of-the-art approaches. 

In order to test how this method can improve a simple information retrieval 
baseline, we used Lucene to index a large collection of documents 
representative for answering science questions (English Wikipedia dump, a 
set of 8th-degree science books from the Internet and the ARC Corpus). For 
each pair (question, answer) we search for documents containing all terms 
from both the question and each candidate answer. That is, we launch a 
Lucene query with the following structure: (question AND answer). The 
documents are ranked based on the default Lucene TF-IDF score, without 
any term boosting (by default). The top-scoring document is chosen as the 
most relevant one and the answer with the biggest score is predicted as being 
correct.  

We integrated essentialness information in this retrieval scheme using two 
different approaches: 

a) When querying Lucene with a pair (question, answer) we kept the 
terms in the question with essentialness greater than or equal to a threshold. 
We used the entire Wikipedia dump as a set of documents as well as a set of 
science books collected from various places around the Web. We count how 
many questions can be answered correctly based on the Lucene score for each 
answer (the correct answer is the one with the greatest TF-IDF score). See 
Figures 7  and 8 for the accuracy of the QA system depending on the chosen 
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threshold. A threshold set to 0 means no term filtering using essentialness 
scores is used. 

b) When querying Lucene with a pair (question, answer) we use term 
boosting with respect to the words in the question, according to the 
essentialness scores. Therefore, the most important terms are contributing 
more to the Lucene score (according to their essentialness), but no terms are 
completely removed from the question. See Tables 4 and 5 for results. 

 
Figure 7. QA accuracy using Lucene backed by Wikipedia and essential terms. Max = 37.10% at 

threshold = 0.46. Gives +1.98% accuracy improvement (AllenAI dataset) 
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Figure 8. QA accuracy using Lucene backed by science books collection and essential terms.  
Max = 42.48% at threshold = 0.42. Gives +1.00% accuracy improvement (AllenAI dataset) 

For measuring the QA system accuracy, we used the AllenAI QA dataset 
which has been proposed on Kaggle13 (from this dataset, we only use the 
publicly available part consisting of 2,500 science questions). The second 
dataset we have tested the model on is the ARC-Easy dataset (also collected 
by AllenAI). The ARC-Easy dataset contains easier questions which are more 
suitable for testing an information retrieval approach. 

From Figures 7 and 8 we can observe that the maximum performance is 
reached when the essentialness threshold is set around 0.4 (in accordance with 
the value to which the F1 score is maximized – as expected). When the 
threshold is set to 1 all terms are removed from the question and the accuracy 
is close to random. 

Table 4. QA system accuracy on AllenAI dataset using term essentialness 
Lucene backend Without boosting With boosting Delta 
English Wikipedia 37.6% 41.52% +3.92% 

Science books 41.56% 43.6% +2.04% 
ARC Corpus 41.00% 43.36% +2.36% 

 

                                                
13 https://www.kaggle.com/c/the-allen-ai-science-challenge/data (last accessed November 2018) 
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Table 5. QA system accuracy on ARC-Easy test dataset using term essentialness 
Lucene backend Without boosting With boosting Delta 
English Wikipedia 43.50% 47.18% +3.68% 

Science books 50.02% 53.91% +3.89% 
ARC Corpus 53.06% 56.99% +3.93% 

 
The boosting strategy gives better results than term filtering strategy 

mainly due to the following reasons: the TF-IDF score is more relevant when 
using boosting (is affected a lot by the boosting factors) and sometimes the 
model predicts wrong importance scores for some words and as a result they 
are removed completely from the question, although they are very relevant 
(therefore, the Lucene will give no importance at all for that words). 
Furthermore, the science book collection and the ARC Corpus appear to be a 
much better knowledge base choice mainly due to the fact that they present 
information related to science and, thus, are more focused to the specific QA 
datasets we have used. Wikipedia contains general information and a large 
fraction of it is not helpful in answering science-based questions. 

5. Conclusions 
In this article, we described a method for assigning importance scores to 
terms in questions. This can be useful in increasing the performance 
(accuracy) of IR-based question answering systems by up to 4%, as observed 
in our experiments, depending on the dataset used. Our proposed model 
archives close to state-of-the-art performance for computing the essentialness 
score for a term in the question and it is using (a lot) fewer features than other 
methods (Khashabi et al., 2017). Furthermore, we postulate that essentialness 
information can help other question answering models achieve better results. 
Thus, more recent  multiple-choice question answering with candidate 
contexts using deep learning as proposed by Nicula et al.(2018) could also be 
potentially improved using our essentialness model, similalry to the IR 
models. Apart from this, the same idea can be easily extended and used to 
identify relevant terms in general texts (not only questions), which has a lot 
of practical applications. 
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