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Abstract. This paper aims to illustrate a methodology for identifying and assessing a set of performance issues encountered in a particular web application, with impact on the usability level. Throughout this methodology, several visual techniques are determined and investigated by taking advantage of the functionalities offered by available performance monitoring tools such as JMeter and VisualVM. This way, the major performance concerns and their impact on the web application usability are easily determined. Therefore, by identifying the problematic parts of a system, corrective measures could be taken, particularly designed to operate on the root cause of the problem, thus leading to the targeted objective. Moreover, some performance improvement recommendations are further on presented in order to enhance the overall usability and the user experience, the actual goal of the research and development activities conducted. These performance concerns might be designed and implemented after fixing the critical parts causing usability problems and consequently, maximizing the user satisfaction and comfort when exploring the functionalities offered by a particular web application.
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1. Introduction

Over the last past decades, the web has evolved into a growing universe of interconnected web pages and applications, offering the end user a wide variety of services and functionalities. With the web development, the interactive web applications have become easily accessible regardless of place and time concerns and without any installation requirements (Rossi et al., 2007). As a consequence, end users have begun to favor web applications over traditional desktop applications. On the other hand, the rapidly increasing mobile application market has shown that web applications can be easily installed on devices.

In particular, the web enables marketers to get in touch with the visitors
of their websites or applications and start communicating with them. Furthermore, the web might be perceived as an excellent sales channel for millions of applications, either large or small.

More precisely, end users take advantage of the wide variety of tools and services offered by web applications, by means of web browsers. Therefore, the customers have the opportunity to access, retrieve and interact with data and content located on different software applications available over the web, as stated by Mohler (Mohler and Duff, 2000).

However, due to the fast growth of the web, an intensive competition has been created among web applications. According to Stoneham and Dastbag (2006), the web, perceived as an application platform, has raised the standard for the provided web applications, establishing a norm for highly-interactive dynamic user interfaces with real time collaborative features. In case a certain web application fails to completely fulfill the customer’s needs and gets him unsatisfied, he will start using services offered by a similar website. Therefore, application developers have begun to enhance the accessibility, usability and user experience when providing specific services and products in order to meet end users’ demands.

When creating a web application, it is not sufficient to provide an intuitive, self-explanatory user interface that will allow even an unexperienced computer user to perform the desired actions. As specified by Shivakumar (2014), designing a consistent and standardized UI may still not satisfy the customer, determining him to abandon your website and switch to a similar one that completely fulfills his demands. All this frustration and annoyance that might lead a user to discard your application is very often caused by a series of usability problems occurring in the website.

Considered one of the most important quality factors for Web applications, usability has been receiving great attention, being recognized as a fundamental property for the success of web applications (Barish, 2002). As previously said, it is not sufficient to satisfy the functional requirements of a web application in order to ensure its success. According to Purba (2001), the ease or difficulty experienced by users of these web applications is largely responsible for determining their success or failure. Consequently, usability evaluations and technologies that support the usability design process have therefore become critical in ensuring the success of web applications.

The scalability should be an important characteristic of the web application. The main requirement on the usability concerns with keeping a high level of usability at any level of scalable application. It is not enough to check the usability level for single user, but to check usability of the application for a
great or huge number of users.

The aim of this study is to present the way by which the visual techniques allow to recognize the root cause of the usability issues encountered in a scalable web application, thus allowing for immediate identification of the technical reason. The paper presents a way of highlighting the usability issues and a direct causal link to the corresponding technical issues.

By taking advantage of the various performance indicators when automatically testing a web application, a particularized methodology might be applied in order to remove, or at least reduce, the encountered system’s weaknesses. This way, time and effort invested in unsuccessful operations to improve the overall usability of a web application are saved by starting to design and implement a solution centered on the specific issue that acts as a bottleneck in the system. By means of technical and technological solutions implemented to fix the determined root cause, the overall application usability will be enhanced.

The rest of this paper proceeds as follows. In Section 2, state of the art is presented and the contribution of the current work is highlighted. Section 3 details the proposed methodology by presenting and exemplifying each step. Finally, some concluding remarks and recommendations are proposed.

2. Related Works

The exponential growth of the internet and of web applications leads to the necessity to evaluate them from a quantitative point of view. In the past years, valuable methodologies have been used to evaluate the quality of specific web applications and discover possible issues. More precisely, inspection methods such as Cognitive Walkthrough for the Web (CWW) and Web Design Perspectives (WDP) are proposed by Haralambos and Colette (2011) to identify usability problems. According to them, the aforementioned methods are characterized by a high degree of subjectivity in usability evaluations. In order to overcome this drawback, these methods are sometimes replaced by inspection metrics-based ones which are likely to reduce the subjectivity degree, such as WebTango and Web Quality Evaluation Method (WebQEM). More precisely, WebTango provides quantitative metrics, based on empirically validated metrics for user interfaces to build predictive models in order to evaluate other user interfaces.
On the other hand, WebQEM performs a quantitative evaluation of usability aspects, aggregating them to obtain usability indicators. As stated by Singh (2016), the purpose of this method is to systematically assess characteristics, sub-characteristics and attributes that influence products’ quality, finally yielding to global, partial and elementary quality indicators that can help different stakeholders in understanding and improving the assessed product. According to Olsina and Rossi (1999), by implementing the four major technical steps of WebQEM methodology, it can be employed in assessing and comparing quality requirements in the operative phase of Web sites and applications as well as in early phases of Web development projects. By using the methodology, either absent attributes, absent sub-characteristics, or requirements poorly implemented might be easily discovered. As concluding by Mendes and Mosley (2006), WebQEM can be used to assess diverse application domains according to different user views and evaluation goals.

Nowadays, more and more companies are concerned with addressing usability aspects when designing their website. This concern has developed as a consequence of the competitive market in which each organization strives to continuously enlarge the variety of users by providing an intuitive, self-explanatory and accessible website. Usability is an even broader goal than accessibility, which refers to how easily a website can be used, understood, and even accessed by people with disabilities.

Starting with 2015, even Google has started to evaluate the usability of web applications, mostly their mobile version, and announced by email their owners on the poor rated usability results. Moreover, there was included a list of aspects to be addressed in order to overcome these usability concerns.

One example of receiver of such an acknowledgement was WordPress, which begun to assess the concerns presented in the email received from Google and check their behavior in the mobile version of the web application.

A similar case study of a website trying to enhance its usability and accessibility features is The American Foundation for the Blind. Their strategy was to undergo a major redesign in order to improve the site's usability and create a more logical, user-friendly information architecture.

However, these are only two examples of websites dealing with usability and accessibility concerns in order to maximize the user experience, maintain and enlarge the number of customers. Many other web applications have realized that a consistent and intuitive user interface is sometimes not enough to please the customer’s needs and therefore, started to analyze and fix their usability issues.
3. Methodology for Identifying and Solving Usability Issues

The purpose of this paper is to briefly describe the methodology used for identifying the usability issues in a specific web application and inferring the technical reason. Therefore, the considered context is for instance, the following one: starting from a particular web application, its usability is defined as the system’s capability to successfully handle a variable number of concurrent users. This case the usability is evaluated by the reported error percentage for each case scenario. Therefore, the main step is to measure the application’s responsiveness-oriented behavior when successively increasing the number of users, by taking advantage of the functionalities offered by JMeter tool (JMeter, 2016). After concluding the existence of such usability issues, their root cause is to be determined by means of VisualVM performance monitoring tool (VisualVM, 2016), thus obtaining accurate information regarding the sources of the problem centered on two diagnosis indicators (CPU and Memory consumption). The further step is to analyze the situation, propose and implement specific solutions to overcome the usability problem. Finally, by measuring the application’s behavior after applying the established solution, the followed methodology is validated and conclusions related to its accuracy may be stated.

3.1 Usability

Being one relevant component of web applications’ quality, defined as the extent to which a system is able to satisfy its customers in efficiently achieving their goals, usability is recognized as a fundamental property for software applications’ success. In the context of software lifecycle, usability is perceived as being relevant to all its stages, not only at the end of the product development.

According to Olsina and Rossi (1999), a software product quality might be defined in terms of fundamental characteristics (usability, functionality, reliability, efficiency, portability, and maintainability) as defined in the ISO/IEC 9126-1 standard, usability being one of them.

Specifically, for the considered web application, usability metrics are assessed by monitoring the system’s capacity to handle a reasonable amount of concurrent usage. More precisely, the Application Performance Monitoring tests are executed in the context of successively increasing the workload expressed as the number of concurrent active users and
monitoring the system’s behavior. Therefore, the exemplified attribute in usability evaluation is the number of concurrent users that is successively increased and obtained results interpreted from the reported error percentage values.

3.2 Use case scenario: Online Scrum tool

To begin with, the web application under analysis represents a system capable of providing a tool used as an agile project organizer. More precisely, the application is intended to offer the functionalities of an online tool which allows the persons involved in the Scrum process to perform it regardless of any inconveniences such as physically distributed teams, unreachable customer or any other factors that may negatively affect the Scrum process and thus the corresponding software project, (Rubin, 2013) and (Schwaber and Sutherland, 2013).

In this context, one use case that has been studied mainly consists of the following actions to be undergo by a privileged user, say a Scrum Master: login into the application, visualize all developers, then visualize the taskboard, add a new task (together with the required information for it), visit again the list of developers and finally the log out from the application.

3.3 Steps of identifying and solving usability issues

In order to identify and evaluate the issues encountered in a web application, by means of visual techniques offered by performance monitoring tools such as JMeter and VisualVM, several use case scenarios were considered. Consequently, for these use cases, a series of experiments were conducted and the visual results were analyzed so that to determine the root causes of the usability issues and propose technical solutions to successfully solve them.

We may define visual techniques as the ensemble of differently shaped graphical representations of the executed testplans that allow evaluation based on various diagnosis indicators while adjusting the variable parameters and performing successive measurements. These visual techniques apply in the context of using dedicated Application Performance Monitoring (APM) tools, such as JMeter and VisualVM, used as a basis in building the methodology for detecting potential performance weaknesses of the system under test and subsequently propose particular solutions to overcome them.
Step 1: Determine the existence of usability problems

In order to assess non-functional system’s characteristics such as usability, scalability, availability, scalability, response time, latency, throughput and many other performance oriented metrics, JMeter monitoring tool was firstly used and the reported results analyzed by means of different visual techniques (JMeter, 2016).

The aim is to determine potential usability issues in the context of a high workload obtained from a large number of concurrent users that access the web application. The basic idea is that some usability issues are not revealed at low scale of application. The goal is to identify the context in which such issues become detectable. It is difficult and sometimes almost impossible to manually perform all these performance tests, by considering a large number of online users. As a result, these cases were performed by means of the JMeter tool which automatically executes the desired scenarios by simulating the existence of the desired number of users.

The first step of the proposed methodology was to conduct JMeter performance tests, simulating a variable number of users that simultaneously execute this use case. In the followed context, the considered web application as well as all the system’s configuration are the fixed elements, while the number of concurrent users represents the variable element. Therefore, specifically for the considered use case, the evaluation is performed by analyzing the reported error by successively increasing the number of concurrent users.

A key point to mention is that the use case scenario under test is characterized by accessing of large amount of data: a list of thousand developer instances which is twice retrieved from the database. As a result, it is intended to illustrate the web application’s behavior when operating on large set of data, context specific to mostly all real life production environments. However, in order to perform automatic monitoring and testing of the application’s performance, the number of concurrent users (configured in the corresponding JMeter testplan) was selected in the range of tens. The main reason behind this decision is represented by the considerable amount of time required to execute and collect results in the context of an increased number of concurrent threads, which would be outside the scope of testing a small-scaled web application.

Finally, the measurable attributes are the reported error percentage, standard deviation, throughput, response time, number of KB/sec, latency, bandwidth etc.
Implementing the first step of the proposed methodology means following one of the two branches, depending on the measurable element: percentage error and throughput value. Therefore, the presence of usability problems might be determined based on the two measurable elements. 

Reported percentage error

To begin with, for 10 concurrent threads which simultaneously execute the sample case scenario (login into the application, visualize all developers, then visualize the task board, add a new task - together with the required information for it, visit again the list of developers and finally the log out from the application), the application successful handles them all, fact denoted by the reported 0% error.

However, if the number of concurrent threads is increasing up to 30, the application responds with error for some of these 30 HTTP requests. This result might be visualized from the View Results Tree image (which was obtained from JMeter tests) in which the output of each of the 30 user requests to the application (HTTP requests) is displayed, as well as relevant information for all of them (Figure 1). The precise error percentage that was reported for this case scenario is 6.39%, as illustrated in the Summary Report (Figure 2).
As the particular web application is intended to serve a large number of concurrent online users, it has to successfully respond to all of them, or to as much as possible. Therefore, the purpose of this step was to assess the system’s behavior in the context of simulating a large users’ number. If these results seem worrying for a number of 30 users concurrently accessing the system, the application performs even worse when increasing the number of users in the range of hundreds. This outcome was determined by performing the same JMeter performance tests with an increased number of 100 users and evaluating the results. This case was almost impossible to test as increasing the users’ number lead to an unresponsive application, thus denoting the severe scalability problems faced by the web application under test.

Consequently, by means of these visual techniques and of the measured percentage error as a performance indicator, the proposed methodology illustrates the system’s behavior evaluated in the context of subsequently changing the number of users concurrently accessing the application.

*Reported throughput value*

When identifying the existence of usability problems in a web application by using the throughput as measurable element, decision-related aspects have to be considered regarding the significance of this performance indicator and the way to interpret its value. Therefore, we define throughput as a non-functional, performance indicator requirement, measured as the total number of requests (transactions) in a given time. It is usually referenced in the literature as TPS (transaction per second).

Being perceived as a significant indicator that helps in evaluating the performance of an application, the throughput reflects the capacity of the server, how much load it can take. Even though maximum throughput is desirable, a system’s performance should be evaluated based on several other indicators such as response time, latency, bandwidth, etc. In our web application context, throughput is measured as the number of requests sent...
to the web server per second.

In assessing the throughput of a web application, JMeter provides relevant results by means of several listener components. Specifically, for the tested use case scenario, the reported throughput was determined by analyzing the output of Graph Results (Figure 3) and Summary Report (Figure 4) listeners. Also, the performance tests were executed under the same context as for the error-based approach, by using the number of users as variable element and selecting 10 and 30 as reference values.

For 10 threads that simultaneously execute the sample use case scenario, the throughput obtained from these listeners is presented in Figures 3 and 4.

While the Graph Results listener (Figure 3) specifies the resulted throughput of an executed test, the Summary Report one (Figure 4) offers a more detailed view of this measurement corresponding to each HTTP request in the considered use case scenario. Therefore, we may easily

![Figure 3. Graph results – 10 users.](image3)

![Figure 4. Summary report – 10 users.](image4)
determine which HTTP request consumed most of the CPU’s activities and propose corrective measures oriented towards reducing the load on the server and obtaining a better throughput value.

More precisely, by analyzing the output of the Summary Report listeners, we can easily determine the requests that represent possible sources of server failure or slow responsiveness, thus acting as real bottlenecks. As a maximum throughput is desired, high attention should be given to small values reported per minute time unit.

An essential point to mention is the interconnection among the throughput and the average response time listed in the same table under the Average column of the Summary Report listener. By analyzing this summarized report (Figure 4), one may notice an inverse relation between these two metrics, thus an increase in the throughput value determines a decrease of the response time required for the web server to handle the corresponding HTTP request. Alternatively, the Average response time column of the Summary Report might be taken as reference for identifying the system’s bottlenecks denoted as considerable high values for one or several HTTP requests recorded in the use case scenario. Starting from these time consuming indicators, the associated throughput is analyzed and determined as small valued result reported per minute time unit.

Specifically for the case scenario under test (login into the application, visualize all developers, then visualize the taskboard, add a new, revisit the list of developers and finally the log out), executed by 10 concurrent worker threads, Figure 4 illustrates the significantly high response time for the /showDevelopers HTTP request (as compared to all the other ones recorded in this use case) associated with a considerable small throughput, perceived as problematic performance features of the system under test.

Proceeding with an increased number of 30 users that simultaneously execute the considered use case, the Summary Report listener (Figure 2) serves as source of performance analysis. Therefore, by exploring both Average and Throughput columns of the table formatted result, the same issues are identified for the /showDevelopers HTTP request, indicated by a significantly high response time corresponding to a minimum throughput. However, by comparing the results obtained from the Summary Report listener in the context of 10 and 30 concurrent threads (Figures 4 and 2), respectively, one may denote that the response time (reported under the Average column) is three times higher in last case (of 30 users) while the throughput is slightly decreased (from 10.3/min to 9.3/min in average).
Consequently, by measuring the throughput performance indicator in conjunction with the response time, the presented usability monitoring approach illustrates the web server’s behavior. The conducted evaluations were performed in the context of varying the number of users concurrently accessing the application.

As bottom line of this subsection, we may conclude the problematic behavior of the web server concerning performance aspects might be determined by either evaluating the reported percentage error as well as the server’s throughput and response time metrics. By following any of these approaches, the performance flaws of the CPU consuming requests were determined for a variable number of concurrent customers, thus denoting poor usability, scalability, response time and other performance measurements.

**Step 2: Determine the root cause of the usability issues**

The next step in the proposed methodology is to successfully determine the root cause of the encountered responsiveness-oriented performance issues so that to further on establish concrete solutions to be implemented in order to increase the usability and overall performance of the application. To accomplish this, the simulated test cases executed by taking advantage of the functionalities offered by JMeter, were associated with the ones provided by VisualVM performance monitoring tool (VisualVM, 2016). VisualVM offered performance results reported to different diagnosis type: CPU time and memory.

VisualVM as an application performance monitoring tool which freely comes when installing Java JDK, offers several monitoring options, among which the profiling and sampling ones are of interest for our research. The profiler and sampler tools accessible from the VisualVM’s IDE are available for both CPU and memory load as performance indicators.

By instrumenting the web application under test, profiling adds a constant amount of extra execution time to every single method call. Sometimes, this results in adding large amount of time to the execution which may even last hours. VisualVM’s sampler works by taking a dump of all of the threads of execution on a fairly regular basis, and uses this to determine how much CPU time each method spends. Usually, sampling takes a constant amount of time each second to record stack traces for each thread, thus only adding 5 – 10 minutes of execution time in total, while still succeeding to provide information regarding the source causes of potential performance vulnerabilities. However, sampling has the drawback that the
number of invocations recorded is not necessarily accurate, since a short 
method could easily start and finish between stack dumps. Therefore, the 
recommendation is to use sampling for recording the amount of CPU time 
or Memory consumption, rather than the number of invocations, thus having 
the chance to identify performance problems, much faster than the standard 
profiler.

Therefore, both diagnosis-related results were analyzed and further on 
presented in a separate subsection as they represent two alternatives to be 
considered in this point of the proposed methodology. By selecting either of 
these two cause-oriented performance indicators and conducting a series of 
visual techniques, the system’s bottlenecks might be identified and 
subsequently, specific solutions proposed so that to overcome the 
performance problems.

Consequently, determining the root cause of the performance issues 
faced by a web application, might be obtained by using as performance 
indicator the CPU load and the memory consumption.

**CPU load as performance indicator**

The VisualVM’s profile command returns detailed data on method-level 
CPU performance, specifying the total execution time and number of 
invocations for each method. When analyzing application performance, 
VisualVM instruments all of the methods of the profiled application.

As a result, for the presented use case scenario (login into the application, 
visualize all developers, then visualize the taskboard, add a new task,
together with the required information for it, visit again the list of developers and finally the log out from the application) executed in the context of 10 concurrent threads (configured in JMeter), the main bottleneck(s) of the system were determined by using both profiler and sampler tools. The following two images present CPU usage information for profiling and sampling of the considered use case (Figure 5 and Figure 6).

These two images offer information related to the bottleneck points of the application, by listing the specific functionalities that consume most of CPU’s time. By taking advantage of these results, corrective, problem-oriented solution might be implemented in order to overcome the performance vulnerabilities faced by the application.

**Memory consumption as performance indicator**

When analyzing memory usage, VisualVM’s profiler starts instrumenting the loaded classes and displays the total number of objects allocated by each class (including array classes) in a tabled format. For each class currently loaded class in the Java Virtual Machine (JVM), the profiling results display the size and number of objects allocated since the profiling session started. The results are automatically updated as new objects are allocated and as new classes are loaded.

Similar to the previously presented approach to monitor the system’s performance flaws by analyzing CPU load, the memory-oriented one was
undergone in the context of 10 users that simultaneously execute the sample use case scenario. The outcome obtained from profiling and sampling the considered scenario (login into the system, visualize all developers, visualize the taskboard, add a new task, revisit the list of developers and logout from the application) is illustrated in Figures 7 and 8.

These results provide exact information regarding the memory usage of the system under test, by indicating the amount of objects created as well as the class allocating them. This data is of great help for removing potential memory leak problems and enhancing the application’s performance characteristics, by setting up the clean-up or garbage collection mechanisms.

Consequently, the association between the JMeter and VisualVM tools, provide accurate information regarding the precise source of failure for the considered web application. Furthermore, the results obtained are oriented towards both CPU and Memory usage, which enable specific solutions to be designed and implemented.

**Step 3: Analyze results and propose solutions to be implemented in order to overcome the usability issues**

By analyzing the results obtained from VisualVM, visual techniques might be used to determine the root cause of the usability issues. Moreover, as in the previous step of the proposed methodology the root cause of a web application’s usability issue was determined using both CPU and Memory consumption as performance indicators, the results obtained from VisualVM’s profiling and sampling tools are specialized for the selected indicator type (CPU or Memory consumption).

Consequently, the results interpretation as well as possible solutions proposal is presented in the following sections, separated by the
performance diagnosis used.

Solutions proposed to solve the CPU-related usability issues

Starting from the results obtained by profiling and sampling activities (Figures 5 and 6) for the considered use case scenario (login into the system, visualize all developers, visualize the taskboard, add a new task, revisit the list of developers and log out from the application), it can be determined that most of the CPU time is spent on calling functionality at the persistence layer. This fact is proved by the series of database methods invocation that are reported in the VisualVM’s profiler and sampler as being the most CPU consuming spots. More precisely, Figures 5 and 6 illustrate the method call hierarchy, ordered by their CPU time consumption when the considered use case scenario is performed:

- findAllFromPanelForDeveloper()
- findByName()
- findByUsernameAndPassword()
- findAll()
- findAllFromPanel()
- findAllForDeveloper()

Therefore, the main CPU bottleneck is caused by methods from the persistence layer (when querying the database) and thus, further improvements should be implemented at the database level.

More precisely, for removing the database bottleneck, there are several techniques that may be explored and appropriate solutions implemented. By studying documentation related to database enhancements and methods to be applied on a web application to improve the persistence layer access, a series of rules and guidelines were considered. As one of the main strategy to be applied at persistence layer is adding database indexes where appropriate, this topic was studied in detail and best practices taken into account (Garner, 2007).

According to Singh (1998), in order to fix the database bottleneck which determined the application to become unresponsive when a large number of users were trying to access it, the persistence layer strategies were applied where appropriate and the results analyzed after each step. Specifically, for the described use case scenario, by means of SQL syntax, slow queries were determined and database indexes implemented in the adequate manner.

As described by Shirazi (2003), another performance tuning strategy to remove slow database queries is to add method-level caching. There are several available methods for caching a certain functionality in Java, depending on the application specifics and needs. For instance, after
studying optimization oriented best practices and guidelines (Oransa, 2014) and taking into account the specifics of the web application under test, the recommendation is to develop method-level caching using Spring eh-cache. Being the most widely-used Java-based cache, eh-cache methodology is robust, proven, and full-featured.

Solutions proposed to solve the Memory-related usability issues

As far as Memory consumption concerns, VisualVM’s profiler and sampler offer accurate information regarding the amount of objects created of a certain type when the sample use case is being executed. As a result, by interpreting the results from Figures 7 and 8, one may easily determine that the largest amount of instances populating the Memory are model classes used in the web application. More precisely, domain POJO (Plain Old Java Objects) classes such as Developer, User, Task, are reported to allocate most of the Memory space.

In order to reduce the amount of such model objects creation, study and research activities were conducted and insights into this topic were gathered. According to Higgins (2007), one valid strategy to be considered when trying to overcome the Memory leak problems is to perform clean-up or garbage collection of the redundant objects instances populating the Memory.
Fisher and Murphy (2016) proposed entity-caching as a performance boost method when facing performance issues caused by large amount of entity objects. In this direction, Hibernate eh-caching might be easily used inside a Spring-based web application.

Another solution intended to solve the Memory consumption problem is to replace the usage of object model classes inside service methods as much as possible with DTO (Data Transport Object) ones. The reason behind this recommendation is to create lightweight DTO classes which will contain only the required attributes from the initial object model. More precisely, only those attributes of the model class used inside the persistence layer (for database queries) or service level one will populate the newly created DTO object that will be further on used in all business logic procedures throughout the code.

Finally, as a general solution to optimize both CPU and Memory consumption and therefore tune the application’s performance is to implement changes at the Apache server level in order to remove the ProxyError reported by JMeter’s View Results Tree listener (Figure 1) in the context of a large number of concurrent threads accessing the application. In order to develop such configurations, additional research and investigation have to be performed so that to obtain an insight of proper Apache parameters’ value (timeout, keepalive, and so on).

Consequently, by means of the visual techniques experienced, the root causes of the encountered usability problems were briefly identified and, categorized based on diagnosis indicator (CPU and Memory consumption). Furthermore, taking into account the conducted research, technical solutions might be proposed and corresponding approached implemented, thus enhancing the overall system’s performance.

**Step 4: Evaluating the implemented solutions**

When assessing the performance enhancements brought by the developed solutions, considerations have to be related to the diagnosis indicators. Therefore, the evaluation phase is conducted on two separate subsections regarding the CPU load and the Memory consumption.

*CPU load as performance indicator*

By implementing the proposed solution for the reported CPU load vulnerabilities, the encountered bottleneck at database level was completely removed for the considered use case and the initial error percentages significantly reduced. The developed technical approach was based on an algorithm to determine the database queries which are reported as slow and
evaluate the usefulness of adding an index. More precisely, after adding an index on a database table’s column, the initial reported error was half reduced. Further on, several analyses were conducted in order to determine the suitability of database indexing for the problematic SQL queries, and indexes added where appropriate. This strategy brought successive performance improvement and the usability, and scalability, issues were reduced, fact denoted by the minimized reported error percentage for a large number of concurrent users.

Also, by implementing method-level caching for the long-running database searches (denoted by the many findX() methods from VisualVM reports) using Spring eh-cache approach, further performance enhancements are obtained. For reducing the CPU load, cache is developed on the service-level functionality which invokes the persistence layer methods reported as problematic. However, caching has its drawbacks and therefore, should be carefully used and performance metrics measured.

*Memory consumption as performance indicator*

By modeling Hibernate eh-caching inside a Spring-based web application, Memory consuming entity classes might be cached, thus speeding up the process. Moreover, adding an intermediary layer in the application for DTOs (Data Transport Objects) will definitely tune the system’s performance as the heavy loaded entity classes are replaced by their lightweight clones.

As far as Memory consumption regards, there are clean-up and garbage collection activities that should be investigated and considered as valuable solutions to deallocate unused objects from the Memory.

### 3.4 Validation of the implemented methodology

Therefore, by using the aforementioned visual strategies by following the described methodology steps, the root cause of the usability issue was determined and technical solutions were considered and successfully applied. The overall result was an increase in the user experience, satisfaction and response time metrics throughout the system. Consequently, the application will manage not to slow, block or frustrate concurrent customer requests’ fulfillment, which determine client loss.

Furthermore, apart from the database bottleneck and the Memory allocation with large amount of object model instances obtained for CPU and Memory load as performance indicators, the source code was revised
and analyzed. More precisely, some refactoring strategies were proposed for the functionalities reported as causing performance vulnerabilities. Consequently, the next step in the usability enhancement process was the development of these strategies or even re-implementing of the actual solution (where appropriate) so that to remove possible time or memory consuming algorithms and replace them with a cleaner, cost-effective approach. By applying performance improvement methods to other use case scenarios (apart from the one exemplified in this paper) the system’s behavior was definitely enhanced.

To conclude this chapter, the proposed methodology was of great help to determine the existence of usability issues, identify their root causes and allow proposal of particular technical solutions to overcome them. This way, the main operations were performed at the very bottleneck points of the system and immediate recovery occurred. As a result, this boosts the overall system performance and offered the desired user experience because of improved usability.

4. Conclusions and Further Work

As briefly presented in the previous chapter, by following the proposed methodology, the web application’s performance problems, oriented towards serviceability, operability and user responsiveness, were spotted and the context clearly defined. Furthermore, by using tools such as JMeter and VisualVM, the obtained results were visually analyzed and the root cause of the issue determined. This way, particular strategies were proposed, centered on fixing the bottleneck, rather than offering a general system improvement (which would only slightly enhance the performance, the root cause not being handled yet).

This methodology proved successful for the considered context and it aimed to enhance the overall system’s performance by focusing on the problems identified, i.e. its response time capabilities when increasing the usage workload (defined as the number of concurrent active users). However, attention must be paid to the specifics of a certain system whose performance is to be evaluated and further on be improved, because they may differ and therefore, several adjustments have to be applied to the proposed methodology in order to fit particular needs.

Therefore, by applying the described methodologies to fix the encountered problem, system’s usability was enhanced, fact clearly proven by the conducted experiments. Not only did the conducted results denote the
system’s improved performance-centered features by the considerably reduced reported error and enhanced throughput, but also the methodology validation indicates its efficiency. More precisely, the obvious advantages and strengths of the presented methodology are related to speed in analyzing the system’s non-functional requirements from the customer’s experience and serviceability viewpoint, as well as accuracy in determining the main bottleneck. The specified speed capabilities refer to the automatisation of the testing process by using the JMeter tool which allows to simulate the number of concurrent users, otherwise being almost impossible to assess the system’s behavior in this context (as manual testing would be more than cumbersome). As far as the accuracy concerns, the presented methodology offers a precise diagnosis of the encountered response time-based user operability problems by identifying their root cause. This way, specific problem-oriented solutions might be designed and implemented. By focusing on the source of failure, corrective measures are taken at an early stage in the development process.

However, there are still several strategies to be implemented that would obviously boost the entire application performance, and offer a better user experience. More precisely, a technical solution such as setting up a load balancer represents only one example that involves further study, analysis and implementation effort. All these potential strategies have to be tested to determine their suitability for our particular web application and establish practical solutions to be developed in order to successfully apply them.
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