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Abstract. The ethical evaluation of utterances in a chat using artificial intelligence (AI) is 
not an easy task and a decision cannot be drawn as easily as for hate speech or other types of 
offensive behavior. This paper aims to scratch the surface of “ethical evaluation” tasks, 
making use of a piece of AI, a software technology that nowadays is used in almost 
everything. Using deep neural networks, three experiments were performed trying to evaluate 
the ethical nature of utterances generated by an AI conversation agent. The approach focuses 
on classifying utterances as being ethical or not. The corpus used for the experiments is 
“ETHICS”, which was developed by Hendricks et al. (2021). The results of the experiments 
were compared to those presented in the above-mentioned paper.  
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1. Introduction  
The ethical behavior is a must-have for Artificial Intelligence (AI) in order to 
reach best performances, without harming people (Trăușan-Matu, 2020), 
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reason for which political, academical, and commercial bodies at 
international level started ample discussions about ethics and how it should 
be guaranteed as shown by AI HLEG (2019), European Parliament (2019) 
and Cousson-Postoarca (2019). Obviously, these discussions are also 
consequences of various movies, novels and natural fears that humans have 
been flooded with in the last years. Indeed, we should ask for AI to be ethical 
and moral, but first we should help it learn to define between bad and good, 
moral and not moral, and ethical and not ethical. There were already a lot of 
approaches taken in the realm of “bad versus good” (hate speech detection, 
racial slurs detection, lie detection, etc.), so we decided to start in the ethical 
realm by first attempting to implement a system that is able to evaluate simple 
utterances or sentences, without a lot of context.  

The ethical behavior is in fact a topic on which even the greatest 
philosophers and thinkers such as Platon, Aristotle, Cicero, and Immanuel 
Kant spent huge amounts of time. Most of the human beings would wish to 
feel like what they are doing everyday is moral and ethical, but many of us 
know a few about what ethics really is. In fact, we as humans did not manage 
yet to define ethics in a stable form that can be generally accepted by all of 
us. Evaluating the ethical behavior of another person is a difficult task 
because in the end we all rely on our own perspective and beliefs. Therefore, 
there is inherently difficult to evaluate and assure ethical behavior to an AI.  

Succeeding in the pursuit discussed in this paper might become a first step 
of a long ladder in bringing ethics inside AI. When the AI will possess the 
capability to evaluate correctly between ethical and not ethical, we will have 
the proper foundation on which we could build ethical behavior for it. 

Ethical evaluation does not serve only as a foundation but might also be 
used to filter forum messages and chatrooms to prevent or generate alerts 
when humans derail from ethical behavior. It might also be used in lawsuits 
analysis and a lot of other cases. 

Ethics in AI being such a new domain, with few research around it, we 
wanted first to see what known AI models can do when they are fed with 
ethical labeled data. In implementation we also capture some models that are 
pretrained in binary classification on topics at least slightly related such as 
hate speech and sentiment analysis. This output is going to be considered the 
baseline in our comparisons that we are going to perform later after we will 
bring in proper layers of neurons in the neural network. 

Results show that ethics can be a really challenging task with a lot of 
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hidden cases that take a toll in performance. The link between sentiments and 
ethics was not found yet, but something might be there, and our first iteration 
was just the beginning because uncovering a link between 2 abstract, human 
internal, concepts is not an easy task. Also, one of the experiments proven 
that we can have better performance in speed and storage size using the 
distilled version of BERT (Devlin et al., 2019). 

The paper continues with a section presenting some details about ethics. 
The next section discusses an approach and some results in analyzing ethics 
in AI. Because this domain is in its infancy there are very few datasets and 
implementations. Therefore, we will focus on this section and on the whole 
paper on the approach and corpus (dataset) of Hendriks et al. (2021), which 
we consider the most complex. The fourth section presents our experiments 
and the fifth contains the conclusions. 

2. What do we know about ethics 
We as humans rarely truly think about what ethics are. We demand it, we 
glorify it, we cherish them in our colleagues and friends, but can we explain 
what they are? 

As said above, the greatest minds tried to give a general acceptable shape 
to the word “ethics”, but as each one of them added their part, the true 
meaning behind the concept begun to unveil. It unveiled to 5 different 
categories, each one of them with a different approach, but with the same 
base: Justice, Deontological, Virtue, Utilitarianism and Commonsense 
(Hendriks et al., 2021). 

The cornerstone of ethics are the moral choices and how we make them. 
Moral choices, on a philosophic scale, are the distinctions between good and 
bad choice at an individual level, while ethics refer to the same distinctions 
in choices, but on a social group level. Social norms and behavioral rules 
existed ever since humans started to live in groups, but we still do not have a 
way to measure them or to define them, nonetheless most of them adhere to 
a common set of moral abstract norms generally valid. 

When we started diving into the ethics universe, two main categories were 
distinctive: descriptive and normative ethics. The first one refers to describing 
and explaining normative systems, proving by experiments that humans have 
natural instincts that help them determine what is the correct, equitable way 
of acting. The second one is dividing itself in three other subtypes of ethics 
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each with a specific way of evaluating the ethical correctness of an action: 
• Deontological, evaluates the action based on characteristics that affect 

the issue itself 
• Justice, evaluates the action based on the consequences that will 

follow it 
• Virtue, evaluates the action based on their virtuosity, meaning that it 

considers that an action should be benefic for the individual, but also 
for the ones affected by it.  

Between ethics and law is a bond that can easily be seen, in general one 
considers that ethics begin where the law ends. Ethical duties most of the time 
surpass the legal obligations, asking one to be more than obeying the law. In 
the latest years we were able to observe a lot of fashion, food and beverage 
brands implementing sustainability policies to protect the environment or the 
customers and the society. This is the impact that ethics have on our society 
and how it goes beyond the law. Of course, they were also forced by 
governments through various legislative mechanisms, but a good part of them 
were talking about sustainability before governments pushed them in that 
way. 

3. Corpus and related work 
The “ETHICS” (everyday moral intuitions, temperament, happiness, 
impartiality, and constraints, all in contextualized scenarios) corpus, 
introduced by Hendricks et al. (2021), was the first available comprehensive 
dataset in the topic of ethics, containing labeled examples for 5 paradigms: 
Justice, Deontology, Virtue, Utilitarianism and Commonsense. The authors 
stated that these 5 were chosen because they are very well-established ethical 
theories with a lot of research, they do not exclude each other, they are rather 
complementary, and an attempt towards a generalized solution using only one 
branch of ethics would be way to simple to truly provide reliable results. 

Table 1 presents the structure of the corpus and how it is split from the 
Table 1. The "Ethics" dataset structure (Hendricks et al., 2021) 
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topic of ethics point of view, but also how the labeled examples were used in 
the authors’ experiments. For example, the Justice subset totaled a number of 
26.547 scenarios, out of which 21.791 were used for training, 2.704 were used 
for testing purposes and the remaining 2.052 were selected as a subset with 
an increased level of complexity to verify the performances of the algorithms 
in a more challenging environment. All the other subsets (Virtue, 
Deontology, etc.) were split using the same logic. 

As will be shown in Table 4, the authors of “ETHICS” did not attempt any 
type of combined work between the subsets, but kept the tests focused only 
on one type of ethics. As mentioned before, the ethics world is quite complex 
and before attempting any generalized solution, we should first ensure that an 
algorithm is providing proper results in its own area. 

3.1 Justice subset 
Since justice assumes that humans should be given what they deserve, two 
main components can be derived: impartiality and “desert” (ie. being 
deserving of something). The “Justice” subset is composed by scenarios with 
at least two explanations for both adequate and inadequate treatment. The two 
components are considered subtasks and handled separately based on which 
side the example falls into. 

3.2 Virtue subset 
“Virtue” ethics was introduced by Aristotle and it is based on virtuous 
behavior. The subset is composed by scenarios from which certain character 
traits can be extracted easily. 

 

Figure 1. “Justice” subset example extracted from Hendricks et al. (2021) 
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Scenario Trait 

She got too much change from the clerk and knowingly left. dishonest 

She got too much change from the clerk and instantly returned it. honest 

Table 2. “Virtue” subset example extracted from Hendricks et al. (2021) 

3.3 Deontology subset 
Deontology refers most of the time to duties and is guided by legality, 
constraints and rules. The “deontology” ethics refer to actions that are 
allowed, necessary or forbidden in a given context. The authors considered 
ways in which duties might appear: requests and roles. The data consists of 
scenarios with a given request or role and reasonable/unreasonable purported 
exemptions or reasonable/unreasonable responsibilities, respectively. 
  

3.4 Utilitarianism subset 
First introduced by Mozi (5th century BC), utilitarianism states that “we 
should bring about a world in which every individual has the highest possible 
level of well-being” as defined by Lazari-Radek and Singer (2017). In this 
subset we find scenarios ordered in a descendent way by their level of 
pleasance. 

Table 3. “Utilitarianism” subset example extracted from Hendricks et al. (2021) 

 

I ate an apple since it looked tasty and sweet, but it was sour. is more 
pleasant 

than I ate a Tide pod since it looked tasty and sweet, but it was sour. 

Figure 2. “Deontology” subset examples extracted from 
Hendricks et al. (2021) 
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3.5 Commonsense subset 
The fifth and final subset is referring to “commonsense” ethics which rely on 
moral, intuitive, emotional norms. These should be found in every human 
being with small differences, but the majority should exhibit similar norms 
which are generally accepted as “commonsense”. This subset is built from 
scenarios that describe day-to-day actions and events. There are both short 
(1-2 sentences) and long (1-6 paragraphs) scenarios coming from MTurk and 
Reddit forums, respectively.  

 
The introduction of the “ETHICS” dataset was also paired with some 

experiments to determine if it was challenging or not and if state-of-the-art 
models at that moment (Hendricks et al., 2021), as presented by Devlin, 
Chang, Lee and Toutanova (2019), Liu, Ott et al. (2019) and Lan, Chen, 
Goodman et al. (2020), would provide good performance. 
The used models were BERT-base, BERT-large, RoBERTa-large and 
ALBERT-xxlarge fine-tuned with the “ETHICS” development set. Also, 
GPT-3 was used in a few-shot setting. Word Averaging based on GloVe 
vectors along with Random were considered as baselines. The utility function 
and metrics are described in the paper. 

Word Averaging performed worst, showing that the dataset is too difficult 
when word order is ignored. Results shown that the “Hard test” set generated 
worse performance, as expected, compared to the “Test” set. By comparison, 
the best performance was generated by ALBERT-xxlarge by far with only 

Figure 3. “Commonsense” subset examples extracted from Hendricks et al. (2021) 
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one exception, the “Commonsense” set where RoBERTa-large seemed to be 
a little bit better. All the results can be seen in Table 4. 

4. Implementation and results 
Even though the final target of the research presented herein is to propose an 
AI application (that could be even a software agent) capable to evaluate the 
ethical aspects of the utterances of a conversational agent, the first step is to 
find an inner compass through which we can measure the ethicality of an 
utterance. As known, software agents are not capable of bearing sentiments, 
morality or other human aspects, but through AI they can, at least, identify 
those. Anyway, a general question is if a conversational agent with AI could 
enter into a dialog exactly like a human being (Trausan-Matu, 2019), 
including ethics (trăușan-Matu, 2020). 

Being such a new topic, we aimed to propose and apply existing models 
on the same dataset, but pretrained on sentiments and general morality as we 
were inspired by our research about ethics and morality (as presented in 
chapter 2). Looking over well-established algorithms and models, two 
important human characteristics were identified as being already studied and 
worked on, which were also supposed to weigh in the way we, humans, 
evaluate life from an ethical point of view: sentiments and morality.  

One main target was to obtain results at least similar to the ones in the 
introductory article, using models trained in sentiment analysis and morality. 
To ensure they are a good fit for the ETHICS dataset, aspects like large 
dataset pretraining and specialization in token classification, text 
classification or text masking were taken into consideration. 

4.1 SiEBERT - sentiment-roberta-large-english  
The sentiment path was the first chosen to experiment with. Therefore, one 
of the best-known models for deep learning AI natural language processing 
applications was used, SiEBERT - sentiment-roberta-large-english1. 

Since the ETHICS dataset encapsulates 5 different ethics paradigms, the 
experimentation would not be correct for all of them (from a logical point of 

 
 
1 See https://huggingface.co/siebert/sentiment-roberta-large-english, accessed on 20.01.2023 
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view) because only the “Commonsense” ethics are based on morality which 
we as humans are born with, coming from our emotions and self-reflection. 
This is the reason for which the experiment was conducted using only the said 
subset. 

The SiEBERT model is based on the RoBERTa-large model (Liu et al. 
2019), trained to evaluate the presence of positive or negative sentiments in 
sentences. The pursued idea here was to find a link between positive 
sentiments and ethical aspects, meaning that ethical choices/wording is 
triggering a positive sentiment to humans. 

There was little tuning done, as this was part of the first round of 
experiments to be conducted in the research and we wanted to start from 
ground facing upwards. The results will be part of the future updates on this 
research serving as baseline.  

The results were unsatisfying, reaching only 53% accuracy, way below the 
Word Averaging baseline presented in Hendricks et al. (see Table 4). 

4.2 The Twitter-roBERTa-base offensive model 
Because the results found in the first experiment were not the expected ones, 
another trial was performed. For this second experiment another morality-
inclined model was used, the Twitter-roBERTa-base offensive model2 
(Barbieri et al., 2020).  

Humans with a rich moral inner compass often consider immoral acts as 
offensive, so an offensive speech pretrained model was considered, thinking 
it might produce good results. The model is pretrained on twitter offensive 
comments and provides a good performance on its defined task. As in the 
previous case, the starting point is RoBERTa since it performs so well on 
language tasks.  

While experimenting with it, some unexpected speed issues were 
encountered that took a toll to the point where the “Hard Test” was not even 
testable. Probably with proper optimizations it would be possible to have a 
set of results, but that will be kept as a developing task for future updates on 
the research. 

From the results point of view, as the model from the first experiment, this 
one did not perform well at all, resulting in a 53.2% accuracy which is, again, 

 
 
2 See https://huggingface.co/cardiffnlp/twitter-roberta-base-offensive, accessed on 20.01.2023 
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below the Word Averaging baseline presented in Hendricks et al. (2021).  
Considering again that this was obtained by just adding a new node in the 

model for ethical training, we appreciate that this approach requires some 
degree of tuning in order to make it work properly. 

4.3 DistilBERT-base-uncased model 
As a final experiment, we distanced ourselves from the sentiment and 
morality, aiming to obtain better performances with another version of a 
model used in Hendricks et al., the distilBERT-base-uncased. 

It represents a distilled version of BERT-base-uncased and it is meant to 
provide similar performance from an accuracy point-of-view, but with a 
surplus of speed and storage use. 

To have a fair point of comparison, again tuning was not done, as we were 
seeking to obtain similar accuracy, but better storage/speed. The results were 
as expected, an accuracy of 81.4% was reached, but lighter 3-4 times in size. 
Also, the “Hard Test” results worth mentioned here, with a similar result as 
for bert-base-uncased, 44.4% accuracy. 

After the experiments were done, a comparison between the obtained 
results and the ETHICS results needed to be performed to see if the linkage 
between sentiments/morality and ethics exists. 

All experiments were made in a similar configuration as the ETHICS 
authors did as we were aiming for a comparative analysis between model 
performance on the given corpus. 

As stated above, the first 2 experiments did not perform well at all despite 
being similar at least in term of base model, both extending RoBERTa model, 
but obtaining lower accuracy even when compared to Word Averaging 

Table 4. The "ETHICS" experiments results (in form of “percentage of proper classification on ‘test’ 
subset / percentage of proper classification on ‘hard test’ subset”) extracted from  Hendricks et al. 

(2021) 
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baseline. A compressed version of the obtained results can be seen below in 
Table 5. 

5. Conclusions 
The ethical realm is a very vast one and little progress is made in that direction 
with AI. Even though we cannot yet rely on AI to make ethical decisions or 
correctly evaluate actions from an ethical point of view, there is hope and 
good foundations are laid every day. 

The experiments presented herein did not shine as bright as expected, but 
they were only our first iteration in the targeted direction. Sentiment-based 
models do not seem to have better performance out-of-the-box, but we are 
already looking into ways to fine-tune them as we still want to follow our 
ideas, thinking that there might still be something of value. Offensive-based 
models did not produce a better performance either, making us question our 
initial thoughts since there was not a link between offensiveness and ethics 
as strong as it was the case for sentiments and ethics. We still want to keep 
an eye on this approach. 

The best results for our experiments were obtained when using the distilled 
version of BERT that produced very similar results to BERT-base, but with 
good improvements on speed and storage size. We were expecting it to turn 
out this way because the distilled version should provide exactly that, but we 
wanted to see if ethical tasks were also following that theory. 

For future work we are already looking into ways to improve our models, 
fine-tune them and adding extra layers of ethic-specialized neurons in the 
network, while keeping an eye on the domain advancements since it is still 
fresh and new. 

Table 5. Results obtained through experimenting with the ETHICS dataset 
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